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An unpublished result of Erdős and Sárközy from the middle of 60's states : if the upper bound of an $A \subseteq \mathbb{N}$

$$
\bar{d}(A):=\limsup _{n \rightarrow \infty} \frac{A(n)}{n}
$$

$(A(n)$ is the counting function of $A)$ is positive then $A-A$ contains an arbitrarily long arithmetic progression.
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Let $A \subseteq \mathbb{N}$ with $\bar{d}(A)>0$. Then there is a Bohr set set

$$
B(S, \varepsilon)=\left\{m \in \mathbb{Z}: \max _{s \in S}\|s m\|<\varepsilon\right\}
$$

( $\|x\|=\min _{n \in \mathbb{Z}}|x-n|$, the absolute fractional part) for which

$$
D(D(A))=A-A+A-A \supseteq B(S, \varepsilon) .
$$

## History

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem)

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

Theorem (Křiž)

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

Theorem (Kříž)
There is a set $A$ with positive upper density whose difference set contains no Bohr set

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

## Theorem (Ḱ̌̌̃

There is a set A with positive upper density whose difference set contains no Bohr set

## Question

## History

(It was an important tool at the proof of Freiman-Ruzsa theorem) On the other hand

## Theorem (Kříž)

There is a set $A$ with positive upper density whose difference set contains no Bohr set

## Question
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## Corollary

Erdős and Sárközy's result on a.p.

## Remark

Bergelson's theorem has a stronger form. It will be revisited at the second proof
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## Lemma

If $\bar{d}\left(A_{i}\right)=\rho>0$, there exists an $U \subseteq L$ such that

$$
A^{\prime}-A^{\prime}+U=L \quad \text { and } s:=|U| \leq \frac{2}{\rho} .
$$
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## Question

Is there a set $E$ s.t. any coloring of $\mathbb{N}$ there exists a color class containing an INFINITE sub-pattern of $E$ and $E^{c}$ ?
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and every $i \in\{1,2, \ldots, r\}$,

$$
\left|\left(F_{m}+h\right) \cap E_{i}\right|=\infty
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i.e. $\exists F_{m}$ such the it contains an infinite copy of sub-pattern from each $E_{i}$.
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## Lemma

There exists $m \in\{1,2, \ldots, t\}$ and $a, b$, with $0 \leq a<b \leq 1$ such that $\left\{\|\eta x\|: x \in F_{m}\right\}$ is dense in $(a, b)$.
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## Lemma

For every $\varepsilon>0$ there exists an infinite set $\left\{x_{n}\right\}_{n=1}^{\infty}$ s.t. for every $y \in F S\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)\|\eta y\|<\varepsilon$.
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4. Final step :

Since there is an $m$ and an interval $(a, b) \subseteq(0,1)$ such that $\left\{\|\eta x\|: x \in F_{m}\right\}$ is dense in $(a, b)$ we could find an $x_{0}$ and an subscript $j$ such that for every $y \in F S\left(0,\left\{x_{n}\right\}_{n=1}^{\infty}\right)$

$$
\left\|\eta\left(\left(x_{0}+y\right)+F_{m}\right)\right\| \supseteq \cup_{i=1}^{r} J_{i, j}
$$

and hence $\left(x_{0}+y\right)+F_{m}$ intersects all $E_{i}$ in an infinite set.

## Third (combinatorial proof) of Bergelson's theorem

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us)

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function and $C \subseteq \mathbb{N} ; C \neq \emptyset$.

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function and $C \subseteq \mathbb{N} ; C \neq \emptyset$.

$$
F S_{f}(C):=\left\{\sum_{c_{i} \in X} w_{i} c_{i}: X \subseteq C,|X|<\infty ; w_{i} \in[1, f(i)] \cap \mathbb{N}\right\}
$$

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function and $C \subseteq \mathbb{N} ; C \neq \emptyset$.

$$
F S_{f}(C):=\left\{\sum_{c_{i} \in X} w_{i} c_{i}: X \subseteq C,|X|<\infty ; w_{i} \in[1, f(i)] \cap \mathbb{N}\right\}
$$

(Let the sum be zero, when $X$ is the empty set)

## Third (combinatorial proof) of Bergelson's theorem

Some years ago Ruzsa and me observed a third proof in a stronger form (also obtained by Bergelson before us) (published just in 2016)

## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function and $C \subseteq \mathbb{N} ; C \neq \emptyset$.

$$
F S_{f}(C):=\left\{\sum_{c_{i} \in X} w_{i} c_{i}: X \subseteq C,|X|<\infty ; w_{i} \in[1, f(i)] \cap \mathbb{N}\right\}
$$

(Let the sum be zero, when $X$ is the empty set)
Furthermore write

## Third (combinatorial proof) of Bergelson's theorem
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## Definition

Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function and $C \subseteq \mathbb{N} ; C \neq \emptyset$.

$$
F S_{f}(C):=\left\{\sum_{c_{i} \in X} w_{i} c_{i}: X \subseteq C,|X|<\infty ; w_{i} \in[1, f(i)] \cap \mathbb{N}\right\}
$$

(Let the sum be zero, when $X$ is the empty set)
Furthermore write

$$
F P(C):=\left\{\prod_{c_{i} \in X} c_{i}: X \subseteq C ; X \neq \emptyset,|X|<\infty\right\}
$$
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## Theorem

Let $A$ be a set of integers $\bar{d}(A)>0$. Let $f: \mathbb{N}_{+} \rightarrow \mathbb{N}_{+}$be any function. There exists an infinite set $C$ of integers, such that

$$
A-A \supseteq F S_{f}(C) \cup F P(C)
$$

For the proof we need the following

## Lemma (FøIner)

Let $A \subseteq \mathbb{N}$ with $\bar{d}(A)>0$. Then there exists a Bohr set $B=B(S, \varepsilon)$ for which

$$
d(B(S, \varepsilon) \backslash(A-A))=0
$$
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