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FIG. 1. Geometrical thermal machine setup. A central, paramet-
rically driven quantum system described by the Hamiltonian HS

is coupled to macroscopic reservoirs. A cycle of the machine is
completely characterized by a closed path in the parameter space
X. After a complete cycle the averaged power P is dissipated as
heat in the reservoirs. The net transported energy JQ

tr flows from one
reservoir to the other.

space, and can be straightforwardly expressed in terms of a
line integral in this space. This representation is very useful
for identifying optimal protocols of heat-work conversion.
Furthermore, the symmetric component has a geometric in-
terpretation in terms of thermodynamic length and can also
be represented as a line integral for cyclic protocols, which is
useful in the design of efficient protocols.

Our approach does not only allow one to describe a whole
class of quantum machines in a unifying picture. It also has
practical implications such as improved ways to optimize their
performance, as we illustrate by two paradigmatic systems: a
qubit and a quantum dot.

Starting from the seminal works of Aharonov and Bohm
[77] as well as Berry [78], geometric effects have pervaded
many areas of physics. In quantum transport, distinct contri-
butions of geometric origin affect charge and energy currents.
In the absence of an additional dc bias, the pumped charge
in a periodically driven system was shown to be of geometric
origin, and can thus be expressed in terms of a closed-path
integral in parameter space [79–84], akin to the Berry phase
[78]. A similar approach was adopted to analyze heat trans-
port in a driven two-level system weakly coupled to bosonic
baths [85]. Closely related to these ideas is the geometric
description of driving-induced forces [86–94], including ge-
ometric magnetism [95,96], with the extension of geometric
response functions to open systems also being discussed in
relation to Cooper pair pumping [97]. Geometric concepts
like a thermodynamic metric and a thermodynamic length
were recently introduced as promising tools to characterize
the dissipated energy and to design optimal driving proto-
cols [98–103]. Similar ideas are behind the description of
the adiabatic time-evolution of many-body ground states of
closed systems in terms of a geometric tensor [104–106]. The
topological characterization of mixed thermal states is also
close to these concepts [107,108].

This large body of work linking geometry to transport nat-
urally hints at similar connections for thermal machines. First,
thermal machines involve periodic variations of parameters
and one may naturally expect geometric effects in the sense

of Berry to play an important role. Second, the efficiency with
which thermal machines operate is reduced by dissipation,
and thus geometry enters the physics of thermal machines
also in a second rather distinct way through the concept of
thermodynamic length. In the present paper, under quite gen-
eral assumptions, we will show that the operation of quantum
thermal machines and the underlying heat-work conversion is
fundamentally tied to such geometric effects. We formulate
a unified description in terms of a geometric tensor for all the
relevant energy fluxes, which we refer to as thermal geometric
tensor. Within this description, pumping and dissipation are,
respectively, associated with the antisymmetric and symmet-
ric components of this tensor. We also show that not only
heat pumping but also the dissipated heat can be character-
ized in terms of an integral over a closed path in parameter
space. These results apply universally to any periodically and
adiabatically driven quantum system in contact with various
reservoirs, irrespective of the statistics obeyed by the parti-
cles, the strength of the coupling between the system and the
reservoir, or the presence of many-body interactions.

The article is organized as follows. In Sec. II, we introduce
the model of an adiabatic thermal machine. We also introduce
the linear-response formalism to treat ac adiabatic and thermal
driving. Section III is devoted to the analysis of the thermo-
dynamic behavior of the heat engine. This section contains
the principal results of the present work and shows how the
performance characteristics of the engine (efficiency, output
power, etc.) are of geometric origin. The central results of
this approach are captured by Eqs. (17), (18), (26), and (28)
which show that the pumped heat, the concomitant heat-work
conversion and the dissipated power have a geometric inter-
pretation. In the same section we will also analyze several
classes of adiabatic machines depending on the various adi-
abatic drivings. Following this general formulation, Sec. IV
focuses on two specific examples of thermal machines, which
are particularly relevant for experimental implementations.
We first consider a driven qubit which is asymmetrically and
weakly coupled to two bosonic thermal baths. We then discuss
a driven quantum dot coupled to two electron reservoirs. Con-
clusions and some additional perspectives related to our work
are presented in Sec. V. The appendices contain further details
on the derivation of the main results of the paper and explicit
calculations for the examples presented in the main text.

II. MODEL OF A GEOMETRIC THERMAL MACHINE

A sketch of the geometric thermal machine that we analyze
throughout this paper is shown in Fig. 1. It consists of a
central region containing the working substance, constituted
by a few-level quantum system, coupled to two thermal baths.
The quantum system is periodically driven by a set of N
slowly-varying parameters !X (t ). The baths are macroscopic
reservoirs of bosonic excitations or fermionic particles. The
macroscopic variables characterizing the thermal environment
such as the bath temperatures can also slowly vary in time.
We parametrize the bath temperatures as Tα (t ) = T + δTα (t )
(with α = L, R referring to the left and right reservoirs) and
define #T (t ) = δTL(t ) − δTR(t ). A (possible) time depen-
dence in the bath temperatures is only included in δTα (t ). We
assume that the right reservoir R is the colder one.
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Rudolf J E Clausius:

… as I hold it better to borrow terms for important magnitudes from the ancient
languages, so that they may be adopted unchanged in all modern languages, I propose to
call [it] the entropy of the body, from the Greek word ‘trope’ for ‘transformation’ I have
intentionally formed the word ‘entropy’ to be as similar as possible to the word ‘energy’;
for the two magnitudes to be denoted by these words are so nearly allied in their physical
meanings, that a certain similarity in designation appears to be desirable [4].

First law of thermodynamics
Before we move on to extensions of thermodynamics, however, we need to establish
a few more concepts and notions. In classical mechanics the central concept is the
energy of the system, since the complete dynamical behavior can be derived from it.
We also know from classical mechanics that in isolated systems the energy is
conserved, and that transformations of energy can depend on the path taken by the
system—think for instance of friction.

This leads naturally to the insight that

đ đ= +dE W Q, (1.2)

where E is the internal energy,W the work, andQ denotes the heat. In equation (1.2)
work, đW , is identified with the contribution to the change in internal energy that
can be controlled, whereas đQ denotes the amount of energy that is exchanged with a
potentially vast bath. Moreover, dE is an exact differential, which means that
changes of the internal energy do not depend on which path is taken on the
thermodynamic manifold. This makes sense, since we would expect energy to be
only dependent on the state of the system, and not how the system has reached a
state. In other words, E is a state function.
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limit of a perfect conductor, where T = 1, the thermoelectric response vanishes. Physically, this can be understood
by noticing that under the response to a temperature di↵erence, the generated flux of electrons comes along with a
counterflux of holes with the same intensity with a vanishing net result (see Figs 9 of Ref. [3]). In order to have
a thermoelectric response, the conductor must be described by T (") that behaves as an ”energy filter” that breaks
particle-hole symmetry. Prominent examples in solid state systems are quantum dots and structures of topological
materials [4–7], while these mechanisms have been also implemented in cold atoms [8].

IV. HEAT, WORK AND ENTROPY PRODUCTION

We now focus on a quantum system in contact with a single bath with a temperature T and chemical potential µ.
We assume that the system is described by a HamiltonianHS [ ~X(t)] and is under the e↵ect of time-dependent processes
through changes in control parameters ~X(t) = (X1(t), . . . , XN (t)). The full setup is described by the Hamiltonian

H(t) = HB +HS [ ~X(t)] +Hcont, (26)

where HB is the Hamiltonian for the bath and Hcont is the Hamiltonian describing the contact between the driven
system and the bath.

A. Quasiestatic processes

We first briefly review the case of changes between equilibrium states (see Ref. [2]). A quasiestatic process
corresponds to a sequence of equilibrium states defined by the Hamiltonian of the system with the parameters frozen
at given times, HS,t ⌘ HS [ ~Xt], t = t1, t2, . . . and thermalized with the bath. For simplicity, we focus on a case where
there is not exchange of particles and consider the Hamiltonian Ht = HB + HS,t + Hcont. Only in the following

argument, we shall consider, for simplicity, Hcont ! 0. This problem is described by a set of equilibrium states
⇢t = ⇢t,S ⌦ ⇢B being

⇢t,S =
1

Zt
e��Ht,S , Zt = Tr[e��Ht,S ], ⇢B =

1

ZB
e��HB , � = 1/(kBT ). (27)

At a given time t, the internal energy of the system corresponding to the equilibrium state at that time is

Et = Tr
h
⇢t,S HS( ~Xt)

i
, (28)

where we notice that we have fully traced the bath state, given the assumption that we can fully neglect the coupling
and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �Tr [⇢t,S ln ⇢t,S ] = �Tr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �Tr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= �Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= �Tr [d⇢t,SHt,S ] + �Tr [⇢t,SdHt,S ]� �dF = �Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = T �Q, in consistency with the definition given in Eq. (30).

Bath (T) System Contact

• Weak coupling:  

• Quasistatic: sequence of equilibrium processes described by the 
frozen  Hamiltonian  

• State:

Hcont → 0

Ht
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Therefore, we get dSt = T �Q, in consistency with the definition given in Eq. (30).
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and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �kBTr [⇢t,S ln ⇢t,S ] = �kBTr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �kBTr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= kB�Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= kB�Tr [d⇢t,SHt,S ] + kB�Tr [⇢t,SdHt,S ]� �dF = kB�Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = �Q/T , in consistency with the definition given in Eq. (30).
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limit of a perfect conductor, where T = 1, the thermoelectric response vanishes. Physically, this can be understood
by noticing that under the response to a temperature di↵erence, the generated flux of electrons comes along with a
counterflux of holes with the same intensity with a vanishing net result (see Figs 9 of Ref. [3]). In order to have
a thermoelectric response, the conductor must be described by T (") that behaves as an ”energy filter” that breaks
particle-hole symmetry. Prominent examples in solid state systems are quantum dots and structures of topological
materials [4–7], while these mechanisms have been also implemented in cold atoms [8].

IV. HEAT, WORK AND ENTROPY PRODUCTION

We now focus on a quantum system in contact with a single bath with a temperature T and chemical potential µ.
We assume that the system is described by a HamiltonianHS [ ~X(t)] and is under the e↵ect of time-dependent processes
through changes in control parameters ~X(t) = (X1(t), . . . , XN (t)). The full setup is described by the Hamiltonian

H(t) = HB +HS [ ~X(t)] +Hcont, (26)

where HB is the Hamiltonian for the bath and Hcont is the Hamiltonian describing the contact between the driven
system and the bath.

A. Quasiestatic processes

We first briefly review the case of changes between equilibrium states (see Ref. [2]). A quasiestatic process
corresponds to a sequence of equilibrium states defined by the Hamiltonian of the system with the parameters frozen
at given times, HS,t ⌘ HS [ ~Xt], t = t1, t2, . . . and thermalized with the bath. For simplicity, we focus on a case where
there is not exchange of particles and consider the Hamiltonian Ht = HB + HS,t + Hcont. Only in the following

argument, we shall consider, for simplicity, Hcont ! 0. This problem is described by a set of equilibrium states
⇢t = ⇢t,S ⌦ ⇢B being

⇢t,S =
1

Zt
e��Ht,S , Zt = Tr[e��Ht,S ], ⇢B =

1

ZB
e��HB , � = 1/(kBT ). (27)

At a given time t, the internal energy of the system corresponding to the equilibrium state at that time is

Et = Tr
h
⇢t,S HS( ~Xt)

i
, (28)

where we notice that we have fully traced the bath state, given the assumption that we can fully neglect the coupling
and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �kBTr [⇢t,S ln ⇢t,S ] = �kBTr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �kBTr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= kB�Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= kB�Tr [d⇢t,SHt,S ] + kB�Tr [⇢t,SdHt,S ]� �dF = kB�Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = �Q/T , in consistency with the definition given in Eq. (30).
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limit of a perfect conductor, where T = 1, the thermoelectric response vanishes. Physically, this can be understood
by noticing that under the response to a temperature di↵erence, the generated flux of electrons comes along with a
counterflux of holes with the same intensity with a vanishing net result (see Figs 9 of Ref. [3]). In order to have
a thermoelectric response, the conductor must be described by T (") that behaves as an ”energy filter” that breaks
particle-hole symmetry. Prominent examples in solid state systems are quantum dots and structures of topological
materials [4–7], while these mechanisms have been also implemented in cold atoms [8].

IV. HEAT, WORK AND ENTROPY PRODUCTION

We now focus on a quantum system in contact with a single bath with a temperature T and chemical potential µ.
We assume that the system is described by a HamiltonianHS [ ~X(t)] and is under the e↵ect of time-dependent processes
through changes in control parameters ~X(t) = (X1(t), . . . , XN (t)). The full setup is described by the Hamiltonian

H(t) = HB +HS [ ~X(t)] +Hcont, (26)

where HB is the Hamiltonian for the bath and Hcont is the Hamiltonian describing the contact between the driven
system and the bath.

A. Quasiestatic processes

We first briefly review the case of changes between equilibrium states (see Ref. [2]). A quasiestatic process
corresponds to a sequence of equilibrium states defined by the Hamiltonian of the system with the parameters frozen
at given times, HS,t ⌘ HS [ ~Xt], t = t1, t2, . . . and thermalized with the bath. For simplicity, we focus on a case where
there is not exchange of particles and consider the Hamiltonian Ht = HB + HS,t + Hcont. Only in the following

argument, we shall consider, for simplicity, Hcont ! 0. This problem is described by a set of equilibrium states
⇢t = ⇢t,S ⌦ ⇢B being

⇢t,S =
1

Zt
e��Ht,S , Zt = Tr[e��Ht,S ], ⇢B =

1

ZB
e��HB , � = 1/(kBT ). (27)

At a given time t, the internal energy of the system corresponding to the equilibrium state at that time is

Et = Tr
h
⇢t,S HS( ~Xt)

i
, (28)

where we notice that we have fully traced the bath state, given the assumption that we can fully neglect the coupling
and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �Tr [⇢t,S ln ⇢t,S ] = �Tr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �Tr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= �Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= �Tr [d⇢t,SHt,S ] + �Tr [⇢t,SdHt,S ]� �dF = �Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = T �Q, in consistency with the definition given in Eq. (30).
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).

Heat flux into the bath (assuming no 
particle exchange) 
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).

ForcesClassical geometric forces of reaction: an exactly
solvable model

B y  M. V. B e r r y  a n d  J. M. R o b b i n s  

H. H. Wills Physics Laboratory, Tyndall Avenue, Bristol BS8 1TL, U.K.

We illustrate the effects of the classical ‘magnetic’ and ‘electric’ geometric forces 
that enter into the adiabatic description of the slow motion of a heavy system 
coupled to a light one, beyond the Born-Oppenheimer approximation of simple 
averaging. When the fast system is a spin S  and the slow system is a massive particle 
whose spatial position R is coupled to S  with energy (fast hamiltonian) S R, the 
magnetic force is that of a monopole of strength (= adiabatic invariant S-R/R)  
centred at R = 0, and the electric force is inverse-cube repulsion with strength S2—I 2. 
Confining the slow particle to the surface of a sphere eliminates the Born- 
Oppenheimer and electric forces, and generates motion with precession and 
nutation exactly equivalent to that of a heavy symmetrical top. In the adiabatic 
limit the nutation is small and the averaged precession is precisely reproduced by the 
magnetic force. Alternatively, choosing the exactly conserved total angular 
momentum to vanish eliminates the Born-Oppenheimer and magnetic forces, and 
generates as exact orbits a one-parameter family of curly ‘antelope horns’ coiling in 
from infinity, reversing hand, and receding to infinity. In the adiabatic limit the 
repulsion of the ‘guiding centre’ of these coils is exactly reproduced by the electric 
force.

A by-product of the ‘ antelope horn ’ analysis is a determination of the shape of a 
curve with a given curvature k  and torsion r in terms of the evolution of a quantum 
2-spinor driven by a planar ‘ magnetic field ’ with components k  and t .

1. Introduction

When a light system, whose motion is fast, is coupled to a heavy system, that moves 
slowly, the dynamics can get quite complicated and hard to analyse. A useful 
approximation is to solve the fast motion for frozen values of the slow coordinates, 
and then consider the slow dynamics to be influenced by the average energy of the 
fast motion. This energy depends on the slow coordinates and so its gradient acts as 
a reaction force on the slow motion. In quantum mechanics the approximation 
technique is known as the Born-Oppenheimer method (Messiah 1962) and is 
commonly used to analyse molecules (where the light and heavy systems are the 
electrons and nuclei respectively). In classical mechanics it is the method of adiabatic 
averaging (Arnold et al. 1988; Lochak & Meunier 1988). We shall call this reaction 
force the Born-Oppenheimer force.

In recent years it has become clear (Mead & Truhlar 1979; Jackiw 1988; Berry 
1989) that in quantum mechanics an improvement of the approximation, more 
consistent with the adiabatic assumption for the fast motion, should include in the
Proc. R. Soc. Lond. A (1993) 442 , 641-658 
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limit of a perfect conductor, where T = 1, the thermoelectric response vanishes. Physically, this can be understood
by noticing that under the response to a temperature di↵erence, the generated flux of electrons comes along with a
counterflux of holes with the same intensity with a vanishing net result (see Figs 9 of Ref. [3]). In order to have
a thermoelectric response, the conductor must be described by T (") that behaves as an ”energy filter” that breaks
particle-hole symmetry. Prominent examples in solid state systems are quantum dots and structures of topological
materials [4–7], while these mechanisms have been also implemented in cold atoms [8].

IV. HEAT, WORK AND ENTROPY PRODUCTION

We now focus on a quantum system in contact with a single bath with a temperature T and chemical potential µ.
We assume that the system is described by a HamiltonianHS [ ~X(t)] and is under the e↵ect of time-dependent processes
through changes in control parameters ~X(t) = (X1(t), . . . , XN (t)). The full setup is described by the Hamiltonian

H(t) = HB +HS [ ~X(t)] +Hcont, (26)

where HB is the Hamiltonian for the bath and Hcont is the Hamiltonian describing the contact between the driven
system and the bath.

A. Quasiestatic processes

We first briefly review the case of changes between equilibrium states (see Ref. [2]). A quasiestatic process
corresponds to a sequence of equilibrium states defined by the Hamiltonian of the system with the parameters frozen
at given times, HS,t ⌘ HS [ ~Xt], t = t1, t2, . . . and thermalized with the bath. For simplicity, we focus on a case where
there is not exchange of particles and consider the Hamiltonian Ht = HB + HS,t + Hcont. Only in the following

argument, we shall consider, for simplicity, Hcont ! 0. This problem is described by a set of equilibrium states
⇢t = ⇢t,S ⌦ ⇢B being

⇢t,S =
1

Zt
e��Ht,S , Zt = Tr[e��Ht,S ], ⇢B =

1

ZB
e��HB , � = 1/(kBT ). (27)

At a given time t, the internal energy of the system corresponding to the equilibrium state at that time is

Et = Tr
h
⇢t,S HS( ~Xt)

i
, (28)

where we notice that we have fully traced the bath state, given the assumption that we can fully neglect the coupling
and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �Tr [⇢t,S ln ⇢t,S ] = �Tr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �Tr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= �Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= �Tr [d⇢t,SHt,S ] + �Tr [⇢t,SdHt,S ]� �dF = �Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = T �Q, in consistency with the definition given in Eq. (30).
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] with ⇢t = e��Ht/Zt is the equilibrium mean value corresponding to the frozen parameters at
the time t, while hOine is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Ht.

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).
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limit of a perfect conductor, where T = 1, the thermoelectric response vanishes. Physically, this can be understood
by noticing that under the response to a temperature di↵erence, the generated flux of electrons comes along with a
counterflux of holes with the same intensity with a vanishing net result (see Figs 9 of Ref. [3]). In order to have
a thermoelectric response, the conductor must be described by T (") that behaves as an ”energy filter” that breaks
particle-hole symmetry. Prominent examples in solid state systems are quantum dots and structures of topological
materials [4–7], while these mechanisms have been also implemented in cold atoms [8].

IV. HEAT, WORK AND ENTROPY PRODUCTION

We now focus on a quantum system in contact with a single bath with a temperature T and chemical potential µ.
We assume that the system is described by a HamiltonianHS [ ~X(t)] and is under the e↵ect of time-dependent processes
through changes in control parameters ~X(t) = (X1(t), . . . , XN (t)). The full setup is described by the Hamiltonian

H(t) = HB +HS [ ~X(t)] +Hcont, (26)

where HB is the Hamiltonian for the bath and Hcont is the Hamiltonian describing the contact between the driven
system and the bath.

A. Quasiestatic processes

We first briefly review the case of changes between equilibrium states (see Ref. [2]). A quasiestatic process
corresponds to a sequence of equilibrium states defined by the Hamiltonian of the system with the parameters frozen
at given times, HS,t ⌘ HS [ ~Xt], t = t1, t2, . . . and thermalized with the bath. For simplicity, we focus on a case where
there is not exchange of particles and consider the Hamiltonian Ht = HB + HS,t + Hcont. Only in the following

argument, we shall consider, for simplicity, Hcont ! 0. This problem is described by a set of equilibrium states
⇢t = ⇢t,S ⌦ ⇢B being

⇢t,S =
1

Zt
e��Ht,S , Zt = Tr[e��Ht,S ], ⇢B =

1

ZB
e��HB , � = 1/(kBT ). (27)

At a given time t, the internal energy of the system corresponding to the equilibrium state at that time is

Et = Tr
h
⇢t,S HS( ~Xt)

i
, (28)

where we notice that we have fully traced the bath state, given the assumption that we can fully neglect the coupling
and consider the direct product in ⇢t. The change in the internal energy because of a change Ht,S ! Ht+�t,S can be
expressed as

dE = Tr
h
�⇢t,S HS( ~Xt)

i
+Tr


⇢t,S

dHS(t)

dt

�
�t. (29)

The first term is identifies as the heat exchanged in the quasiestatic process, while the other term is identified as the
work due to the changes in the control parameters. Hence

�Qt = Tr
h
�⇢t,S HS( ~Xt)

i
, �Wt =


⇢t,S

dHS(t)

dt

�
�t. (30)

In fact, notice that the von-Neumann entropy is St = �Tr [⇢t,S ln ⇢t,S ] = �Tr [⇢t,S (��Ht,S � lnZt,S)]. Hence

dSt = �Tr [d⇢t,S (��Ht,S � lnZt,S)]� Tr [⇢t,S (��dHt,S � d(lnZt,S))]

= �Tr [d⇢t,SHt,S ] + Tr [d⇢t,S ] lnZt,S + �Tr [⇢t,SdHt,S ] + d(lnZt,S)

= �Tr [d⇢t,SHt,S ] + �Tr [⇢t,SdHt,S ]� �dF = �Tr [d⇢t,SHt,S ] , (31)

where we have used Tr [d⇢t,S ] = 0.
Therefore, we get dSt = T �Q, in consistency with the definition given in Eq. (30).

Bath (T) System Contact
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).

Mean value of observables:
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] is the equilibrium mean value corresponding to the frozen parameters at the time t, while hOine
is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Hf .

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] with ⇢t = e��Ht/Zt is the equilibrium mean value corresponding to the frozen parameters at
the time t, while hOine is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Ht.

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).

Non-equilibrium component

Frozen component

Equilibrium state with frozen 
parameters at t 
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B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] with ⇢t = e��Ht/Zt is the equilibrium mean value corresponding to the frozen parameters at
the time t, while hOine is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Ht.

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)

where the linear-response coe�cients are the ”adiabatic” susceptibilities defined in Eq. (35),

⇤O,j( ~X) = �i✓(t� t0)

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it. (37)

More details can be found in Refs. [10, 11]. It is clear that this expansion introduces a correction to the quasiestatic
limit (corresponding to zero ”velocities” of the control parameters).

Kubo-like treatment

• Frozen Hamiltonian: : Value of the parameters at time t 

• Departures due to the variation of the parameters:  treated as a perturbation 

•  expanded with respect to its value at t assuming slow variation of the parameters:
  

•  Introduce the interaction picture treating  as a time-dependent perturbation. 

• The evolution operator is

Ht = H[ ⃗X ], ⃗X

δH

δH
δH(t′ ) ≃ − (t′ − t) ⃗F ( ⃗X ) ⋅

· ⃗X (t)

δH(t′ )

⃗F (t′ ) ≡ eiHtt′ ⃗F ( ⃗X )e−iHtt′ 

Ludovico, Battista, von Oppen, and Arrachea, Phys. Rev. B 93, 075136 (2016).  

Closed systems: Weinberg, Bulov, D’Alessio, Polkonnikov, Phys Rep. 688 (2017) 



6

B. Finite-time processes

For simplicity, we shall focus on reservoirs without µ. We calculate the time-dependent heat (equal to energy) flux
entering the bath and the power done by the time-dependent sources. These are expressed in terms of time-dependent
expectation values of observables as follows

JQ
B (t) =

dhHBi
dt

= � i

~ h[HB , H]i, P (t) = �h@HS

@t
i =

X

`

F`Ẋ`, F` = �h@HS

@X`
i. (32)

These expectation values should be evaluated with respect to a time-dependent density operator describing the
dynamics of the coupled system (S+B+cont) as follows hOi = Tr[⇢(t)O]. In these expressions we see that F` behave

as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] with ⇢t = e��Ht/Zt is the equilibrium mean value corresponding to the frozen parameters at
the time t, while hOine is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Ht.

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is
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Expanding the evolution operator at linear order:

O(t) = ⟨O⟩t − i∫
t

t0

dt′ (t − t′ )⟨[O(t), F(t′ )]⟩t ⋅
· ⃗X (t)

t0 → − ∞

= lim
ω→0

Im [χO,j
t (ω)]
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j



Comments 

• Adiabatic linear response formalism is appropriate for time-dependent 
parameters varying in a time scale that is much larger than the time scale 
for the internal dynamics of the quantum system coupled to the bath. 

• Linear-response coefficients can be expressed in terms of Kubo 
susceptibilities => micro reversibility => Onsager relations. Analytical 
and numerical methods for many-body systems in equilibrium can be 
used to evaluate them.
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as components of a force ~F and Ẋ` as components of a velocity ~̇X. We now introduce the following decomposition in
these expectation values,

hOi(t) = hOit + hOine(t), (33)

where hOit = Tr [⇢tO] with ⇢t = e��Ht/Zt is the equilibrium mean value corresponding to the frozen parameters at
the time t, while hOine is a pure non-equilibrium component.

C. Adiabatic linear response

The word ”adiabatic” has more than one meaning in physics. Here, we shall use it to identify slow changes in the
dynamics of the system coupled to the bath.

Formally, we can derive the slow dynamics for any observable O in a similar way as in linear response theory
presented in text books (see for instance Ref. [9]). The reasoning is a follows.

• We start from a reference time t, calculate the Hamiltonian Ht = H[ ~X], corresponding to the Hamiltonian
with the time-dependent parameters frozen at time t. We then consider departures �H(t) and expand the

Hamiltonian as H(t0) = Ht + �H(t0). The latter component is expressed as �H(t0) ' �(t0 � t)~F ( ~X) · ~̇X(t). This
is a small perturbation provided that the typical time for the changes in ~X are smaller than the relevant time
for the internal dynamics as described by Ht.

• We introduce the interaction representation with respect to Ht, we calculate the corresponding the evolution
operator and we expand it at linear order in �H,

U(t, t0) ' T exp{�iHt(t� t0)� i

Z t

t0

dt0(t� t0)~F (t0) · ~̇X(t)}. (34)

• We calculate the evolution of the mean value of the observable O up to linear order in �H. The result is

O(t) ' hOit � i

Z t

t0

dt0(t� t0)h
h
O(t), ~F (t0)

i
it · ~̇X(t), (35)

where the mean values are calculated with respect to the equilibrium state corresponding to the frozen
Hamiltonian: h. . .it = Tr [⇢t . . .]

Hence, in the ”adiabatic” regime, the non-equilibrium components of the di↵erent expectation values can be expressed
as follows

hOi(t) = hOit +
X

j

⇤O,j( ~X)Ẋj , (36)
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Adiabatic expansion:

Forces: Fℓ(t) = Fℓ,t +
N

∑
ℓ′ =1

Λℓ,ℓ′ 
( ⃗X )

· ⃗X ℓ′ 

Heat flux in bath: JB(t) = JB,t +
N

∑
ℓ′ =1

ΛB,ℓ′ 
( ⃗X )

· ⃗X ℓ′ 

0



Conserved and dissipated 
work



Leading order 

Substituting the adiabatic expansion for the force in the power:
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D. Dissipation

Introducing this expansion in F`(t), we get the following expression for the power

P (t) =
X

`

F`,t( ~X)Ẋ` +
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj , (38)

where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t2

t1

dt
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj . (40)

We can now argue that the non-conservative contribution of the power is equal to the produced entropy by
introducing the adiabatic expansion for the heat flux,

JQ
B (t) = JQ

B,t +
X

j

⇤B,j( ~X)Ẋj + T ⌃̇(t), (41)

where JQ
B,t = 0, since the heat flux vanishes for equilibrium states. The second term is the leading order in the linear

response expansion and we can relate it to reversible heat exchange. In fact,

Qrev =
X

j

Z t+�t

t
dt⇤B,j( ~X)Ẋj =

Z ~Xt+�t

~Xt

d ~X · ~⇤( ~X), (42)

with ~⇤( ~X) =
⇣
⇤B,1( ~X), . . . ,⇤B,N ( ~X)

⌘
, which depends only on the sequence of values taken by the parameters.

Therefore, the irreversible processes are contained in the last term of Eq. (41) and ⌃̇(t) defines the rate of entropy
production. On the other hand, in the combined S+B system
We identify it as the work developed by the non-conservative forces, which is dissipated as heat in the reservoirs,

T⌃ = W (diss) =
X

`,`0

Z t2

t1

dtẊ`(t)⇤
S
`,`0( ~X)Ẋ`0(t), (43)

where ⌃ is the net rate of entropy production and W (diss) is the net dissipated work. Besides this intuitive argument,
proofs can be found in Ref.[11–13].

It is important to notice that only the symmetric part of the matrix ⇤`,j( ~X) contributes to the dissipated power.
In addition, this quantity must be positive because of the second law. Because of that, this tensor has the necessary
properties to be the metric of a Riemannian space, which is the basis of the geometrical interpretations of the entropy
production in the adiabatic regime in terms of the thermodynamic length introduced in Refs. [14, 15] and further
elaborated in Refs. [16–21]. This concept has been the key element to optimize finite-time protocols in quantum
systems [13, 22–24].
In a Riemannian metric it is possible to define the distance along curves connecting di↵erent points. The length of

a curve parameterized by t, from t1 to t2 is

L =

Z t2

t1

dt

q
~̇X(t) · ⇤S( ~X) · ~̇X(t), (44)
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Ẋ` ⇤`,j( ~X) Ẋj , (38)
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F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t+�t

t
dt

X

`,j
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X

`,j
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where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =
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P (t) =
X

`

F`,t( ~X)Ẋ` +
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj , (38)

where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t+�t

t
dt

X

`,j

Ẋ` ⇤`,j( ~X) Ẋj . (40)

We can now argue that the non-conservative contribution of the power is equal to the produced entropy by
introducing the adiabatic expansion for the heat flux,

JQ
B (t) = JQ

B,t +
X

j

⇤B,j( ~X)Ẋj + T ⌃̇(t), (41)

where JQ
B,t = 0, since the heat flux vanishes for equilibrium states. The second term is the leading order in the linear

response expansion and we can relate it to reversible heat exchange. In fact,

Qrev =
X

j

Z t+�t

t
dt⇤B,j( ~X)Ẋj =

Z ~Xt+�t

~Xt

d ~X · ~⇤( ~X), (42)

with ~⇤( ~X) =
⇣
⇤B,1( ~X), . . . ,⇤B,N ( ~X)

⌘
, which depends only on the sequence of values taken by the parameters.

Therefore, the irreversible processes are contained in the last term of Eq. (41) and ⌃̇(t) defines the rate of entropy
production. On the other hand, in the combined S+B system
We identify it as the work developed by the non-conservative forces, which is dissipated as heat in the reservoirs,

T⌃ = W (diss) =
X

`,`0

Z t2

t1

dtẊ`(t)⇤
S
`,`0( ~X)Ẋ`0(t), (43)

where ⌃ is the net rate of entropy production and W (diss) is the net dissipated work. Besides this intuitive argument,
proofs can be found in Ref.[11–13].

It is important to notice that only the symmetric part of the matrix ⇤`,j( ~X) contributes to the dissipated power.
In addition, this quantity must be positive because of the second law. Because of that, this tensor has the necessary
properties to be the metric of a Riemannian space, which is the basis of the geometrical interpretations of the entropy
production in the adiabatic regime in terms of the thermodynamic length introduced in Refs. [14, 15] and further
elaborated in Refs. [16–21]. This concept has been the key element to optimize finite-time protocols in quantum
systems [13, 22–24].
In a Riemannian metric it is possible to define the distance along curves connecting di↵erent points. The length of

a curve parameterized by t, from t1 to t2 is

L =

Z t2

t1

dt

q
~̇X(t) · ⇤S( ~X) · ~̇X(t), (44)
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Reversible =0 in a cycle for a single bath:

Entropy production:

≥ 0
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Weak coupling to the bath



Master-equations approach

Master equation for the reduced density matrix 
corresponding to the frozen Hamiltonian:
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)

Stationary solution: 
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.
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R t1
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R t2
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dtg2 �
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dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)

Dissipator: Coupling to reservoir 

+ normalization



Solution of  the  master equation for  at :ρS(t) 𝒪(
· ⃗X )

dρS(t′ )
dt′ 

= − i [ρS(t′ ), HS( ⃗X (t′ ))] + ℒ [ρS(t′ )]

• For the rates: J. Splettstoesser, M. Governale, J. König, and R. Fazio, Phys. Rev. B 74, 
085305 (2006); R.-P. Riwar and J. Splettstoesser, Phys. Rev. B 82, 205308 (2010).  

• V. Cavina, A. Mari, and V. Giovannetti, Phys. Rev. Lett. 119, 050601 (2017) (Qubits) 

• B. Bandhari et al, Phys. Rev. B 104, 035425 (2021) 

ρS(t′ ) = ρt,S(t′ ) + ρa,S(t′ ) ρa,S(t′ ) ∝
· ⃗X



Stationary solution of the frozen 
component: 
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)

+ Normalization

⃗ρ S(t′ ) ≃ ⃗ρ t,S(t′ ) + ⃗ρ a,S(t′ ) ⃗ρ a,S(t′ ) ∝
· ⃗X

Substituting  in the master equation:

∑
ℓ

∂ ⃗ρ t,S

∂Xℓ

·Xℓ = ℳ( ⃗X ) ⃗ρ a,S
Steady state

ℳ( ⃗X ) ⃗ρ t,S = ⃗γ

⃗ρ a,S = ∑
ℓ

⃗λ ℓ( ⃗X ) ·Xℓ
⃗λ ℓ( ⃗X ) = ℳ−1( ⃗X )

∂ ⃗ρ t,S

∂Xℓ

Adiabatic correction



Conservative:

Non-conservative:

Evaluation of mean values: Forces and work

Fℓ,t = −Tr[ρt,S
∂HS

∂Xℓ
],

Λℓ,ℓ′ 
( ⃗X ) = Tr[

∂HS

∂Xℓ
λℓ′ 

( ⃗X )] .Fnon−cons
ℓ = Tr [ρa,S] = ∑

ℓ′ 

Λℓ,ℓ′ 

·Xℓ′ 
,

Wt = ∑
ℓ

∫
t+δt

t
Fℓ,t

·Xℓdt = ∫
⃗X t+δt

⃗X t

∇ ⃗X Et( ⃗X ) ⋅ d ⃗X

W(diss) = ∫
t+δt

t
dt∑

ℓ,ℓ′ 

·Xℓ Λℓ,ℓ′ 
( ⃗X ) ·Xℓ′ 
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D. Dissipation

Introducing this expansion in F`(t), we get the following expression for the power

P (t) =
X

`

F`,t( ~X)Ẋ` +
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj , (38)

where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t+�t

t
dt

X

`,j

Ẋ` ⇤`,j( ~X) Ẋj . (40)

We can now argue that the non-conservative contribution of the power is equal to the produced entropy by
introducing the adiabatic expansion for the heat flux,

JQ
B (t) = JQ

B,t +
X

j

⇤B,j( ~X)Ẋj + T ⌃̇(t), (41)

where JQ
B,t = 0, since the heat flux vanishes for equilibrium states. The second term is the leading order in the linear

response expansion and we can relate it to reversible heat exchange. In fact,

Qrev =
X

j

Z t+�t

t
dt⇤B,j( ~X)Ẋj =

Z ~Xt+�t

~Xt

d ~X · ~⇤( ~X), (42)

with ~⇤( ~X) =
⇣
⇤B,1( ~X), . . . ,⇤B,N ( ~X)

⌘
, which depends only on the sequence of values taken by the parameters.

Therefore, the irreversible processes are contained in the last term of Eq. (41) and ⌃̇(t) defines the rate of entropy
production. On the other hand, in the combined S+B system
We identify it as the work developed by the non-conservative forces, which is dissipated as heat in the reservoirs,

T⌃ = W (diss) =
X

`,`0

Z t+�t

t
dtẊ`(t)⇤

S
`,`0( ~X)Ẋ`0(t), (43)

where ⌃ is the net rate of entropy production and W (diss) is the net dissipated work. Besides this intuitive argument,
proofs can be found in Ref.[11–13].

It is important to notice that only the symmetric part of the matrix ⇤`,j( ~X) contributes to the dissipated power.
In addition, this quantity must be positive because of the second law. Because of that, this tensor has the necessary
properties to be the metric of a Riemannian space, which is the basis of the geometrical interpretations of the entropy
production in the adiabatic regime in terms of the thermodynamic length introduced in Refs. [14, 15] and further
elaborated in Refs. [16–21]. This concept has been the key element to optimize finite-time protocols in quantum
systems [13, 22–24].
In a Riemannian metric it is possible to define the distance along curves connecting di↵erent points. The length of

a curve parameterized by t, from t1 to t2 is

L =

Z t2

t1

dt

q
~̇X(t) · ⇤S( ~X) · ~̇X(t), (44)

Properties of the tensor  Λℓ,ℓ′ 

• Satisfies Onsager relations  

• Only the symmetric component contributes to dissipation! 

• Positive defined. 

• Plays the role of a metric in the parameter space.

Λℓ,ℓ′ 
( ⃗X , B) = ± Λℓ′ ,ℓ( ⃗X , − B)
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D. Dissipation

Introducing this expansion in F`(t), we get the following expression for the power

P (t) =
X

`

F`,t( ~X)Ẋ` +
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj , (38)

where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t+�t

t
dt

X

`,j

Ẋ` ⇤`,j( ~X) Ẋj . (40)

We can now argue that the non-conservative contribution of the power is equal to the produced entropy by
introducing the adiabatic expansion for the heat flux,

JQ
B (t) = JQ

B,t +
X

j

⇤B,j( ~X)Ẋj + T ⌃̇(t), (41)

where JQ
B,t = 0, since the heat flux vanishes for equilibrium states. The second term is the leading order in the linear

response expansion and we can relate it to reversible heat exchange. In fact,

Qrev =
X

j

Z t+�t

t
dt⇤B,j( ~X)Ẋj =

Z ~Xt+�t

~Xt

d ~X · ~⇤( ~X), (42)

with ~⇤( ~X) =
⇣
⇤B,1( ~X), . . . ,⇤B,N ( ~X)

⌘
, which depends only on the sequence of values taken by the parameters.

Therefore, the irreversible processes are contained in the last term of Eq. (41) and ⌃̇(t) defines the rate of entropy
production. On the other hand, in the combined S+B system
We identify it as the work developed by the non-conservative forces, which is dissipated as heat in the reservoirs,

T⌃ = W (diss) =
X

`,`0

Z t+�t

t
dtẊ`(t)⇤

S
`,`0( ~X)Ẋ`0(t), (43)

where ⌃ is the net rate of entropy production and W (diss) is the net dissipated work. Besides this intuitive argument,
proofs can be found in Ref.[11–13].

It is important to notice that only the symmetric part of the matrix ⇤`,j( ~X) contributes to the dissipated power.
In addition, this quantity must be positive because of the second law. Because of that, this tensor has the necessary
properties to be the metric of a Riemannian space, which is the basis of the geometrical interpretations of the entropy
production in the adiabatic regime in terms of the thermodynamic length introduced in Refs. [14, 15] and further
elaborated in Refs. [16–21]. This concept has been the key element to optimize finite-time protocols in quantum
systems [13, 22–24].
In a Riemannian metric it is possible to define the distance along curves connecting di↵erent points. The length of

a curve parameterized by t, from t1 to t2 is

L =

Z t+�t

t
dt

q
~̇X(t) · ⇤S( ~X) · ~̇X(t), (44)

Length of a curve connecting two points parametrized by t

Cauchy-Schwartz inequality:

8

where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0

dtf2
R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.

Using Cauchy-Schwartz inequality,
R t1
t0
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R t2
t1

dtg2 �
hR t2

t1
dtfgdt

i2
, with g = 1 and f being the argument of the

integral of Eq. (44) leads to the following relation

T⌃ � L2

�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].

E. Power pumping in open quantum systems

We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows

P`(t) = F`Ẋ`, P (pump)
`,`0 (t) =

1

2

⇣
F`Ẋ` � F`0Ẋ`0

⌘
(46)

In the adiabatic regime, the exchanged work by pumping between the forces in a finite-time process between t1 and
t2 is given by

P
(pump)

=
X

`,`0

Z t2

t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)

Bound for dissipation!
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where we denoted by ⇤( ~X) the matrix with elements ⇤`,`0( ~X). The curves of minimal distance are called geodesics.
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i2
, with g = 1 and f being the argument of the
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�t
, (45)

with �t = t2 � t1. The dissipated power T⌃ is a non-geometric quantity because it depends on the way in which the
path in the parameter space is circulated. Eq. (45) tells us that it is lower-bounded by a purely geometric quantity
which depends on the path, thermodynamic length L. Interestingly, the minimum value of L2 is attained when the
argument of the integral is constant along the path [16, 17, 19].
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We have seen that dissipation is described by the symmetric component of the tensor ⇤`,`0( ~X). We now turn
to analyze the properties of the antisymmetric part. This component plays a role in the power exchange between
the di↵erent forces without generating dissipation. We define the power developed by the `-th force, and the power
exchange between the forces ` and `0 as follows
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F`Ẋ` � F`0Ẋ`0

⌘
(46)
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P
(pump)
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`,`0
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t1

dtP (pump)
`,`0 (t) =

X

`,`0

Z t2

t1

dtẊ`⇤
A
`,`0Ẋ`0 . (47)

Power pumping has been analyzed in qubits driven by two sources depending on time with two di↵erent frequencies
within and beyond the adiabatic regime [25, 26]. An interesting aspect is the impact of the topological properties of
the protocols in this phenomenon.

F. Lindbladian description

In systems weakly coupled to the bath we can rely on quantum master equations to describe this setup. We now
briefly summarize the procedure to implement the adiabatic expansion within this framework. Further details may
be found in [13, 27–29]. For the Hamiltonian corresponding to the frozen parameters at a given time, the master
equation for the resuded density matrix reads

d⇢t,S(t0)

dt0
= �i

h
⇢t,S, HS,t( ~X)

i
+ L [⇢t,S] ! M( ~X)~⇢t,S, (48)

where in the right-hand side we are representing the action of the Lindbladian L and the commutator by a matrix
M( ~X), where we should also take into account the normalization of ⇢t,S. The components of the vector ~⇢t,S are the
matrix elements of ⇢t,S taking into account the normalization. In the case of a qubit this corresponds to the Bloch
representation. The stationary solution of this equation corresponds to

M( ~X)~⇢t,S = 0. (49)

The solution of this equation is the thermal state ⇢t,S = 1/Zt
P

n e
��En |nihn|, being HS,t|ni = En|ni. We now look

for the non-equilibrium correction to this state at the leading order in ~̇X,

~⇢net,S ' ~⇢t,S + ~⇢a,S, ~⇢a,S / ~̇X, (50)

by assuming that it also satisfies Eq. (48). Hence, substituting the decomposition of Eq. (50) in Eq. (48) we find

~⇢a,S =
X

`

~�` · Ẋ`, ~�`( ~X) = M�1( ~X)
@~⇢t,S
@X`

. (51)
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D. Dissipation

Introducing this expansion in F`(t), we get the following expression for the power

P (t) =
X

`

F`,t( ~X)Ẋ` +
X

`,j

Ẋ` ⇤`,j( ~X) Ẋj , (38)

where in the first term we can identify the work associated to the quasiestatic process defined in Eq. (30) as

Wt =
X

`

Z t+�t

t
F`,tẊ`dt =

Z ~Xt+�t

~Xt

~F ( ~X) · d ~X =

Z ~Xt+�t

~Xt

r ~XEt( ~X) · d ~X, (39)

with r ~XEt( ~X) = hr ~XHSit. Interestingly, in a process where the parameters evolve in a way that the final values

are the same as the initial ones, ~Xt+�t = ~Xt, then Wt = 0. This is a way of saying that the work done in a sequence
of quasistatic processes corresponds to work done by conservative forces. The second term of Eq. (38) corresponds
to the power developed by the non-conservative forces. Hence, the net work developed by the non-conservative forces
that is dissipated in a finite-time process reads

W (diss) =

Z t+�t

t
dt

X

`,j

Ẋ` ⇤`,j( ~X) Ẋj . (40)

We can now argue that the non-conservative contribution of the power is equal to the produced entropy by
introducing the adiabatic expansion for the heat flux,

JQ
B (t) = JQ

B,t +
X

j

⇤B,j( ~X)Ẋj + T ⌃̇(t), (41)

where JQ
B,t = 0, since the heat flux vanishes for equilibrium states. The second term is the leading order in the linear

response expansion and we can relate it to reversible heat exchange. In fact,

Qrev =
X

j

Z t+�t

t
dt⇤B,j( ~X)Ẋj =

Z ~Xt+�t

~Xt

d ~X · ~⇤( ~X), (42)

with ~⇤( ~X) =
⇣
⇤B,1( ~X), . . . ,⇤B,N ( ~X)

⌘
, which depends only on the sequence of values taken by the parameters.

Therefore, the irreversible processes are contained in the last term of Eq. (41) and ⌃̇(t) defines the rate of entropy
production. On the other hand, in the combined S+B system
We identify it as the work developed by the non-conservative forces, which is dissipated as heat in the reservoirs,

T⌃ = W (diss) =
X

`,`0

Z t+�t

t
dtẊ`(t)⇤

S
`,`0( ~X)Ẋ`0(t), (43)

where ⌃ is the net rate of entropy production and W (diss) is the net dissipated work. Besides this intuitive argument,
proofs can be found in Ref.[11–13].

It is important to notice that only the symmetric part of the matrix ⇤`,j( ~X) contributes to the dissipated power.
In addition, this quantity must be positive because of the second law. Because of that, this tensor has the necessary
properties to be the metric of a Riemannian space, which is the basis of the geometrical interpretations of the entropy
production in the adiabatic regime in terms of the thermodynamic length introduced in Refs. [14, 15] and further
elaborated in Refs. [16–21]. This concept has been the key element to optimize finite-time protocols in quantum
systems [13, 22–24].
In a Riemannian metric it is possible to define the distance along curves connecting di↵erent points. The length of

a curve parameterized by t, from t1 to t2 is

L =

Z t+�t

t
dt

q
~̇X(t) · ⇤S( ~X) · ~̇X(t), (44)

Geodesic: path minimizing the distance 
between the two points in the parameter 
space: 

Can be shown that corresponds to keep 
   constant. 

ℒ

· ⃗X ⋅ ΛS( ⃗X ) ⋅
· ⃗X

Protocols leading to minimal 
dissipation are those for which the 
dissipation rate remains constant at 
each point of the trajectory

Depends on the trajectory
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The dissipation generated during a qua-

sistatic thermodynamic process can be

characterised by introducing a metric on

the space of Gibbs states, in such a way

that minimally-dissipating protocols corre-

spond to geodesic trajectories. Here, we

show how to generalize this approach to

open quantum systems by finding the ther-

modynamic metric associated to a given

Lindblad master equation. The obtained

metric can be understood as a perturba-

tion over the background geometry of equi-

librium Gibbs states, which is induced by

the Kubo-Mori-Bogoliubov (KMB) inner

product. We illustrate this construction

on two paradigmatic examples: an Ising

chain and a two-level system interacting

with a bosonic bath with di�erent spectral

densities.

1 Introduction

A central task in finite-time thermodynamics is
to design protocols that maximise the extracted
work while minimising the dissipation during the
process. In the slow driving regime, a powerful
approach consists in equipping the space of ther-
modynamic states with a metric whose geodesics
correspond to minimally dissipative processes.
This geometrical construction was first developed
in the 80s for macroscopic endoreversible thermo-
dynamics in a series of seminal papers [1–8], and
more recently it was extended to the microscopic
regime [9–12], leading to several applications in,
e.g., molecular motors [13] and small-scale infor-
mation processing [14, 15].

While this approach is well established for clas-
sical systems, the quantum regime has remained
less explored. The geometry of quantum equilib-
rium Gibbs states has been characterised in [16–
20]; however the resulting metric does not take
into account dynamical features of the dissipa-

tion, which are of crucial importance in finite-
time protocols. For arbitrary out-of equilibrium
evolutions, a notion of thermodynamic length has
been put forward in [21, 22]; yet, this approach
requires full knowledge of the global unitary evo-
lution, which makes it difficult to apply in com-
mon situations where the size of the bath allows
only for an effective description of the dynamics.
Finally, Kubo linear-response theory also allows
for describing dissipation near equilibrium [23–
25], which in turn allows for defining a notion of
thermodynamic metric [24, 26].

The goal of this article is to provide a general
framework to construct a thermodynamic met-
ric whenever the evolution of the system can be
described by a Lindblad master equation (see
also [27]). The obtained metric can be expressed
as the background equilibrium geometry of [16–
19] acted upon by the Drazin inverse of the Lind-
blad operator, which encodes the different equi-
libration timescales of the dissipative dynamics.
This geometrical approach is used to find min-
imally dissipating protocols of a slowly driven
Ising chain in a transverse field, and of a qubit in
contact with a bosonic bath with different spec-
tral densities.

2 Dissipation in quantum systems

Before presenting the construction of the met-
ric, we here define the quantum correspondent
of some important quantities of classical thermo-
dynamics. A quantum system is described by
its density matrix fl and its Hamiltonian H; if
the state is given by the Gibbs ensemble we will
use the notation fl © Ê—(H), where Ê—(H) =
e

≠—H
/Tr(e≠—H) and — is the inverse tempera-

ture of the surrounding bath. We will sometimes
also use the shorthand notation Ê := Ê—(H). A
functional of key importance is the non equilib-
rium free energy, which is defined by the formula
F (fl, H) = ÈHÍ

fl
≠ —

≠1
S(fl), where we define the
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be computed analytically for periodic boundary
conditions through a Jordan-Wigner transforma-
tion, and in the thermodynamic limit the parti-
tion function is given by the integral expression
(see e.g. [43])

lim
næŒ

1
N

log Z =
⁄ 2fi

0
dk log

5
2 cosh

3
—

Ák

2

46
,

(27)

where Ák is the eigenvalue corresponding to the
momentum k, which reads:

Ák = 2J

Ò
1 + g2 ≠ 2g cos k. (28)

This system presents a phase transition at zero
temperature and g = 1 from an ordered ferromag-
netic phase to a quantum paramagnetic phase.
Moreover, at finite but low enough temperatures,
there is a rich variety of different physical regimes
(summarised in Fig. 2), characterised by different
scaling for the correlation length and the equili-
bration timescale of the system (see e.g. [43] for
details).

We study here the case in which one has control
only over g, so that the metric and the Christoffel
symbols become a scalar, which we name m and
�, respectively. In particular, we see that it is
sufficient to differentiate (27) with respect to g

twice, to obtain:

m(g) =
⁄ 2fi

0
dk

A
Á̈k

2 tanh
3

—
Ák

2

4
+

3
Á̇k

2 sech
3

—
Ák

2

442B

,

(29)

Similarly, we can compute � using (25). Both
m and � are shown in Fig. 2 for different tem-
peratures. Finally, we also compute numerically
optimal thermodynamic processes through the
geodesic equations (23). The results are also
shown in Fig. 2.

Since the metric is connected with the free
energy of the system, it is interesting to notice
how the Riemannian structure is affected by the
presence of a phase transition at zero tempera-
ture. Comparing the metric and, in particular,
the Christoffel symbol with the phase diagram of
the system, we can see that the change in be-
haviour of these geometric quantities retrace a
change in the underlying physical properties. Ad-
ditionally, note that m increases close to g = 1 as

Figure 2: The top two figures show the metric and the
Christo�el symbol for the Ising chain at di�erent temper-
atures as a function of the coupling g. On the bottom,
on the left we present the behaviour of minimally dis-
sipating trajectories defined by the boundary conditions
g(0) = 0 to g(1) = 5; on the right, the phase diagram
of the system.

the temperature is decreased, illustrating how the
dissipation increases in the presence of a phase
transition. This behaviour reflects in the shape of
the geodesics, as Ḣt decreases close to the phase
transition in order to compensate for the larger
dissipation.

4.2 Qubit in contact with a bosonic bath

We now move to treat an example in which L
+
t

is
non-trivial, a two level system in contact with a
bosonic bath with spectral density J(Ê) = “0Ê

–.
The Lindbladian we use can be obtained through
a microscopic derivation [44]; more details and
the particular form of the dynamics are given in
appendix G. The parameter – characterises the
ohmicity of the environment, and we have that
for – = 1, – > 1, – < 1, the bath is ohmic,
superohmic and subohmic, respectively. We as-
sume full control on the Hamiltonian of the two-
level system, which is parametrised by spherical
coordinates

H = r cos Ï sin ◊ ‡̂x + r sin Ï sin ◊ ‡̂y + r cos ◊ ‡̂z,

(30)
where (r, ◊, Ï) are the control parameters.
Thanks to the convenient choice of coordinates,
the metric takes the particularly simple form (see
Appendix G)

m
L = 1

r–
diag

Ó
⁄d, ⁄q r

2
, ⁄q r

2 sin2
◊

Ô
, (31)

6

 α > , = , < 1 supraOhmic, Ohmic, subOhmic

In the diagonal basis

G Two level system coupled to a bosonic bath

In this section the details about the Lindblad master equation of a qubit in contact with a bosonic
bath. We preliminary choose the basis of the Hilbert space in such a way that the Hamiltonian can be
rewritten as:

H = 1
2 r‡̂z. (77)

The dynamics induced in the interaction picture by a bosonic bath with spectral density J(r) Ã r
– is

described by the master equation [44]:

fl̇t = “r(Pr + 1)
3

‡̂≠flt‡̂+ ≠
1
2 {‡̂+‡̂≠, flt}

4
+ “rPr

3
‡̂+flt‡̂≠ ≠

1
2 {‡̂≠‡̂+, flt}

4
, (78)

where “r and Pr are given by:

“r = “̃0r
–

Pr = 1
e2—r ≠ 1 . (79)

For simplicity, the proper equilibration timescale “̃
≠1
0 is assumed to be one. Additionally, for book-

keeping reasons it is useful to define the quantity �r = “r(2Pr + 1). As it was argued in the main text,
we can divide the density matrix of the system in a traceful and traceless component fl = Ê—(H) + ”Ê,
so that the Lindblad equation can be rewritten as fl̇t = �t[”Êt]. In this simple case, we can use the
Pauli matrices to parametrize the traceless space:

A
z x + iy

x ≠ iy ≠z

B

≠≠≠≠≠≠≠æ (x, y, z). (80)

and plugging this expansion into (78) we obtain:
Q

ca
ẋ(t)
ẏ(t)
ż(t)

R

db = �r (fl(t) ≠ Ê—(H)) =

Q

ca
≠

�r
2 0 0

0 ≠
�r
2 0

0 0 ≠�r

R

db

Q

ca
x(t)
y(t)
z(t)

R

db , (81)

In this way we obtained a definition for �r, and consequently for its Drazin inverse. Assuming that
the dissipative dynamics only depends on the energy spacing of the Hamiltonian, and not on the unit
vector n̂ = (x̂, ŷ, ẑ), the Drazin inverse for a generic Hamiltonian is simply obtained by a change of
basis. More explicitly we have:

H(x, y, z) = 1
2r U ‡̂zU

†
≠æ �≠1

(x,y,z) = U�≠1
r U

†
. (82)

We now pass to quickly show how to obtain the metric in this case starting from the parametrisation
in spherical coordinates:

H = r cos Ï sin ◊ ‡̂x + r sin Ï sin ◊ ‡̂y + r cos ◊ ‡̂z. (83)
Using the parametrisation (80) the metric could be directly computed by plugging the Pauli matrices
in equation (14). In spherical coordinates, though, one needs to first find the basis of the tangent space
induced by the parametrisation, which can be computed by simple differentiation of the coordinate
chart: Y

_]

_[

ˆr = cos Ï sin ◊ ‡̂x + sin Ï sin ◊ ‡̂y + cos ◊ ‡̂z

ˆ◊ = r cos Ï cos ◊ ‡̂x + r sin Ï cos ◊ ‡̂y ≠ r sin ◊ ‡̂z

ˆÏ = ≠r sin Ï sin ◊ ‡̂x + r cos Ï sin ◊ ‡̂y.

(84)

Then, the matrix form of the metric can be obtained directly from (74), using as
Ó

X
(i)

Ô
the observ-

ables (84) or, equivalently:

mi, j = m
L
Ê(ˆi, ˆj) = ≠

1
2Tr

Ë
L

+
Ê[JÊ[ˆj ]] ˆi + L

+
Ê[JÊ[ˆi]] ˆj

È
. (85)
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we can divide the density matrix of the system in a traceful and traceless component fl = Ê—(H) + ”Ê,
so that the Lindblad equation can be rewritten as fl̇t = �t[”Êt]. In this simple case, we can use the
Pauli matrices to parametrize the traceless space:

A
z x + iy

x ≠ iy ≠z

B

≠≠≠≠≠≠≠æ (x, y, z). (80)

and plugging this expansion into (78) we obtain:
Q

ca
ẋ(t)
ẏ(t)
ż(t)

R

db = �r (fl(t) ≠ Ê—(H)) =
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�r
2 0 0

0 ≠
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2 0

0 0 ≠�r
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db
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x(t)
y(t)
z(t)

R

db , (81)

In this way we obtained a definition for �r, and consequently for its Drazin inverse. Assuming that
the dissipative dynamics only depends on the energy spacing of the Hamiltonian, and not on the unit
vector n̂ = (x̂, ŷ, ẑ), the Drazin inverse for a generic Hamiltonian is simply obtained by a change of
basis. More explicitly we have:

H(x, y, z) = 1
2r U ‡̂zU

†
≠æ �≠1

(x,y,z) = U�≠1
r U

†
. (82)

We now pass to quickly show how to obtain the metric in this case starting from the parametrisation
in spherical coordinates:

H = r cos Ï sin ◊ ‡̂x + r sin Ï sin ◊ ‡̂y + r cos ◊ ‡̂z. (83)
Using the parametrisation (80) the metric could be directly computed by plugging the Pauli matrices
in equation (14). In spherical coordinates, though, one needs to first find the basis of the tangent space
induced by the parametrisation, which can be computed by simple differentiation of the coordinate
chart: Y

_]

_[

ˆr = cos Ï sin ◊ ‡̂x + sin Ï sin ◊ ‡̂y + cos ◊ ‡̂z

ˆ◊ = r cos Ï cos ◊ ‡̂x + r sin Ï cos ◊ ‡̂y ≠ r sin ◊ ‡̂z

ˆÏ = ≠r sin Ï sin ◊ ‡̂x + r cos Ï sin ◊ ‡̂y.

(84)

Then, the matrix form of the metric can be obtained directly from (74), using as
Ó

X
(i)

Ô
the observ-

ables (84) or, equivalently:

mi, j = m
L
Ê(ˆi, ˆj) = ≠

1
2Tr

Ë
L

+
Ê[JÊ[ˆj ]] ˆi + L

+
Ê[JÊ[ˆi]] ˆj

È
. (85)
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be computed analytically for periodic boundary
conditions through a Jordan-Wigner transforma-
tion, and in the thermodynamic limit the parti-
tion function is given by the integral expression
(see e.g. [43])

lim
næŒ

1
N

log Z =
⁄ 2fi

0
dk log

5
2 cosh

3
—

Ák

2

46
,

(27)

where Ák is the eigenvalue corresponding to the
momentum k, which reads:

Ák = 2J

Ò
1 + g2 ≠ 2g cos k. (28)

This system presents a phase transition at zero
temperature and g = 1 from an ordered ferromag-
netic phase to a quantum paramagnetic phase.
Moreover, at finite but low enough temperatures,
there is a rich variety of different physical regimes
(summarised in Fig. 2), characterised by different
scaling for the correlation length and the equili-
bration timescale of the system (see e.g. [43] for
details).

We study here the case in which one has control
only over g, so that the metric and the Christoffel
symbols become a scalar, which we name m and
�, respectively. In particular, we see that it is
sufficient to differentiate (27) with respect to g

twice, to obtain:

m(g) =
⁄ 2fi
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dk
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(29)

Similarly, we can compute � using (25). Both
m and � are shown in Fig. 2 for different tem-
peratures. Finally, we also compute numerically
optimal thermodynamic processes through the
geodesic equations (23). The results are also
shown in Fig. 2.

Since the metric is connected with the free
energy of the system, it is interesting to notice
how the Riemannian structure is affected by the
presence of a phase transition at zero tempera-
ture. Comparing the metric and, in particular,
the Christoffel symbol with the phase diagram of
the system, we can see that the change in be-
haviour of these geometric quantities retrace a
change in the underlying physical properties. Ad-
ditionally, note that m increases close to g = 1 as

Figure 2: The top two figures show the metric and the
Christo�el symbol for the Ising chain at di�erent temper-
atures as a function of the coupling g. On the bottom,
on the left we present the behaviour of minimally dis-
sipating trajectories defined by the boundary conditions
g(0) = 0 to g(1) = 5; on the right, the phase diagram
of the system.

the temperature is decreased, illustrating how the
dissipation increases in the presence of a phase
transition. This behaviour reflects in the shape of
the geodesics, as Ḣt decreases close to the phase
transition in order to compensate for the larger
dissipation.

4.2 Qubit in contact with a bosonic bath

We now move to treat an example in which L
+
t

is
non-trivial, a two level system in contact with a
bosonic bath with spectral density J(Ê) = “0Ê

–.
The Lindbladian we use can be obtained through
a microscopic derivation [44]; more details and
the particular form of the dynamics are given in
appendix G. The parameter – characterises the
ohmicity of the environment, and we have that
for – = 1, – > 1, – < 1, the bath is ohmic,
superohmic and subohmic, respectively. We as-
sume full control on the Hamiltonian of the two-
level system, which is parametrised by spherical
coordinates

H = r cos Ï sin ◊ ‡̂x + r sin Ï sin ◊ ‡̂y + r cos ◊ ‡̂z,

(30)
where (r, ◊, Ï) are the control parameters.
Thanks to the convenient choice of coordinates,
the metric takes the particularly simple form (see
Appendix G)

m
L = 1

r–
diag

Ó
⁄d, ⁄q r

2
, ⁄q r

2 sin2
◊

Ô
, (31)
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Figure 3: From left to right, from top to bottom: de-
pendence of the classical and quantum component of
the metric ⁄d,q on the energy spacing r; geodesics in
the radial direction (r(0) = 0.1, r(1) = 5) for con-
stant ◊ and „; geodesics in Cartesian coordinates for
non commuting Hamiltonians ({x(0), z(0)} = {0, 1},
{x(1), z(1)} = {1, 1}) and y © 0; comparison of the
first order contribution to the dissipation during a linear
protocol with respect to the optimal one as a function of
the energy spacing. The energies are measured in units
of —.

where we can identify the expression of
the Euclidean metric in spherical coordinates
(diag{1, r

2
, r

2 sin2(◊)}), and the two eigenvalues
are given by:

⁄d = tanh(r)
cosh2(r)

, ⁄q = 2 tanh2(r)
r

. (32)

The existence of different eigenvalues for the ra-
dial direction and the solid angle reflects the
physical fact that the system dissipates differently
if only the energy spacing is moved, or if coher-
ence between the two levels is created. Moreover,
it is straightforward to verify that the ratio ⁄q/⁄d

diverges for r æ Œ. This illustrates a general be-
haviour: the existence of exponentially more dis-
sipative parameters in thermodynamic systems.
In this case, there is a simple physical explana-
tion: changing the energy spacing only affects
an exponentially small fraction of the population,
whereas the whole system has to be manipulated
in order to create coherence. This example how-
ever illustrates the fact that inspecting the metric
eigenvalues provides us with a powerful descrip-
tion of the physics of dissipation, which is crucial
in more complex systems where a simple intuitive
understanding is out of reach.

The ohmicity of the bath contributes to the

metric with a factor r
≠–, which is the overall de-

pendence of the equilibration timescales on the
energy spacing r. Owing to this dependence, op-
timal protocols will tend to spend more time in
the region with low r. This effect is illustrated in
the right top panel of Fig. 3, where we construct
optimal trajectories in the radial direction. As ex-
pected, this effect is more pronounced for higher
–s.

Our results also allow for constructing optimal
trajectories between non-commuting endpoints.
Then we necessarily have that [Ḣt, Ht] ”= 0,
so that quantum coherence between energy lev-
els is created along the protocol. Optimal non-
commuting trajectories are shown in the bottom
left Figure of 3. Interestingly, we see that the
ohmicity of the bath qualitatively changes the be-
haviour of the optimal trajectories.

In order to illustrate the improvement obtained
by using geodesic trajectories, we compare them
to a naive choice where the parameters are lin-
early modified in time. We consider boundary
conditions HA = 0 and HB = Ef ‡z (energy is
measured in units of —). Restricting to trivial
dynamics (18), which allows for a simple analytic
solution, we find at first order in O (1/T ):

W
lin
dis = Ef tanh Ef , (33)

W
KMB
dis = 1

4
1
fi ≠ 2 tan≠1(csch(Ef ))

22
. (34)

In the limit of Ef ∫ 1 the first term diverges
linearly in Ef , while W

KMB
dis ¥ fi

2
/4. This dif-

ference makes clear how for big energy gaps or,
equivalently, at low temperature, using a geodesic
trajectory gives an increasingly bigger advantage,
making the use of optimal trajectories particu-
larly relevant in the quantum regime. These con-
siderations are also relevant for experiments, as
current demonstrations of the Landauer principle
rely on a linear increase of E(t) [45–48].

5 Comparison to other approaches

Whereas the presented results are valid in the
slow driving limit, exact solutions for minimis-
ing dissipation also exist in the literature [49–
52]. In particular, optimal finite-time protocols
for two-level systems have been treated in a va-
riety of settings [50–54]. Besides specific solvable
systems, a general approach for minimising dissi-
pation based on optimal control theory has been
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Figure 6. Top—First realization of the mesoscopic capacitor [20]: A two-dimensional electron gas
(2DEG) in the Quantum Hall regime is coupled to a quantum cavity via a gate-controlled QPC.
Bottom—Working principle of a single electron emission [22–26]. A gate potential moves the quantized
levels of the cavity above and below the Fermi surface of the coupled reservoir. Electron/hole emission
in steps 2 and 3 follows from moving occupied/empty orbitals above/below the Fermi surface.

Below, we discuss how the LFL approach challenges and extends the above studies. In particular:

1. The total capacitance C is given by the static charge susceptibility cc = �e2∂ hNi /∂Vg of the
cavity and does not generally correspond to a series of a geometric and quantum contribution,
proportional to the density of states in the cavity. For instance, in Kondo regimes, the charge
susceptibility of the cavity remains small, because of frozen charge fluctuations, while the density
of states increases below the Kondo temperature [49]. This effect was directly probed in a recent
experiment with a quantum dot device embedded in circuit-QED architecture [145];

2. A LFL low energy behavior implies universality of the charge relaxation resistance in the single
channel case. In particular, the universality of Rq stems from a Korringa–Shiba (KS) relation [146]

Im [cc(w)]|w!0 = wh̄pc2
c(w = 0) , (32)

in which cc(w) is the Fourier transform of the dynamical charge susceptibility (37);
3. The LFL approach shows various non-trivial dissipative effects triggered by strong correlations.

In particular, it predicts a mesoscopic crossover between two universal regimes in which
Rq = h/2e2 ! h/e2 [65] by increasing the dot size, also at charge degeneracy, in which the
CBM maps on the Kondo model [101]. It also predicts giant dissipative regimes, described by
giant universal peaks in Rq, triggered by the destruction of the Kondo singlet by a magnetic
field [67,147];

4. In proper out-of-equilibrium regimes, interactions and inelastic effects become unavoidable and
circuit analogies, such as Equation (31), do not capture the dynamic behavior of the mesoscopic
capacitor [148]. We show here how previously published data [25] also show a previously
overlooked signature of non-trivial many-body dynamics induced by interactions.

Büttiker, M.; Thomas, H.; Prêtre, A. Phys. Lett. A 1993, 180, 364–369.  Phys. Rev. B 1996, 54, 8130–8143.  
Gabelli, J.; Fève, G.; Berroir, J.M.; Plaçais, B.; Cavanna, A.; Etienne, B.; Jin, Y.; Glattli, D.C. Science 2006, 313, 499–502.  
Gabelli, J.; Fève, G.; Berroir, J.M.; Plaçais, B. Rep. Prog. Phys. 2012, 75, 126504.  
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This discussion concludes our demonstration of the persistence of elastic and coherent effects
triggered by interactions at equilibrium. Local Fermi liquids provide a general framework to describe
interacting and non-interacting systems at low energy, within an effective elastic scattering theory.
Nevertheless, it is important to stress that LFL theories can fail in specific cases, such as overscreened
Kondo impurities [127,128], and that their validity is limited to close-to-equilibrium/low-energy
limits. It is thus expected that interactions become crucial as soon as such systems are driven out of
equilibrium. We will illustrate now how the LFL theory allows to describe exotic, but still coherent in
nature, dynamical effects in a paradigmatic setup such as the mesoscopic capacitor.

4. The Mesoscopic Capacitor

The mesoscopic capacitor in Figure 6 plays a central role in the quest to achieve full control
of scalable coherent quantum systems [4,129,130]. A mesoscopic capacitor is an electron cavity
coupled to a lead via a QPC and capacitively coupled to a metallic gate [51–53]. The interest in this
device stems from the absence of DC transport, making possible the investigation and control of
the coherent dynamics of single electrons. The first experimental realization of this system was a
two-dimensional cavity in the quantum Hall regime [20,21], exchanging electrons with the edge of a
bulk two-dimensional electron gas (2DEG). Operated out of equilibrium and in the weak tunneling
limit, this system allows the triggered emission of single electrons [22–24], and paved the way to
the realization of single-electron quantum optics experiments [131–134], as well as probing electron
fractionalization [25,135], accounted by the scattering of charge density waves (plasmons) in the
conductor [136–143], and their relaxation [26]. On-demand single-electron sources were also recently
realized with real-time switching of tunnel-barriers [27–32], electron sound-wave surfing [14,16,144],
generation of levitons [8–11,13], and superconducting turnstiles [18,19]. We direct again the interested
reader to Ref. [35] for a comprehensive review of these experiments.

The key question concerning the dynamics of a mesoscopic capacitor is which electronic state,
carrying a current I , is emitted from the cavity following a change in the gate voltage Vg. The linear
response is characterized by the admittance A(w),

I(w) = A(w)Vg(w) +O(V2
g ) . (30)

In their seminal work, Büttiker and coworkers showed that the low-frequency admittance of a
mesoscopic capacitor reproduces the one of a classical RC circuit [51–53],

A(w) = �iwC(1 + iwRqC) +O(w3) , (31)

in which both the capacitance C and the charge relaxation resistance Rq probe novel coherent dynamical
quantum effects. The capacitance C was originally interpreted as an electro-chemical capacitance 1/C =
1/Cg + 1/Cq, series of a geometric (Cg) and a quantum (Cq) contribution [21,51–53]. The geometric
contribution is classical and depends on the shape of the capacitive contact between gate and quantum
dot. The quantum contribution is a manifestation of the Pauli exclusion principle and was found
proportional to the local density of states in the cavity, see Figure 7. Remarkably, the charge relaxation
resistance Rq = h/2e2 was predicted to be universally equal to half of the resistance quantum in
the case of one conducting channel [20], independently of the transparency of the QPC connecting
cavity and lead. This result is in striking contrast with the resistance measured in DC experiments
and was originally labeled as a Violation of Kirchhoff’s Laws for a Coherent RC Circuit [20]. Reference [21]
extensively reviews the original theoretical predictions and their experimental confirmation, in a
non-interacting and self-consistent setting, which we also review and put in relation with their
Hamiltonian formulation in Appendix B.
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Abstract: This review illustrates how Local Fermi Liquid (LFL) theories describe the strongly
correlated and coherent low-energy dynamics of quantum dot devices. This approach consists in an
effective elastic scattering theory, accounting exactly for strong correlations. Here, we focus on the
mesoscopic capacitor and recent experiments achieving a Coulomb-induced quantum state transfer.
Extending to out-of-equilibrium regimes, aimed at triggered single electron emission, we illustrate
how inelastic effects become crucial, requiring approaches beyond LFLs, shedding new light on past
experimental data by showing clear interaction effects in the dynamics of mesoscopic capacitors.

Keywords: dynamics of strongly correlated quantum systems; quantum transport; mesoscopic physics;
quantum dots; quantum capacitor; local fermi liquids; kondo effect; coulomb blockade

1. Introduction

The manipulation of local electrostatic potentials and electron Coulomb interactions has been
pivotal to control quantized charges in solid state devices. Coulomb blockade [1–3] has revealed to be
a formidable tool to trapping and manipulating single electrons in localized regions behaving as highly
tunable artificial impurities, so called quantum dots. Beyond a clear practical interest, which make
quantum dots promising candidates to become the building block of a quantum processor [4–6],
hybrid [7] quantum dot systems also became a formidable platform to address the dynamics of
many-body systems in a controlled fashion, and a comprehensive theory, which could establish
the role of Coulomb interactions when these systems are strongly driven out of equilibrium, is still
under construction.

Beyond theoretical interest, this question is important for ongoing experiments with mesoscopic
devices aimed towards the full control of single electrons out of equilibrium. Figure 1 reports some of
these experiments [8–19], in addition to the mesoscopic capacitor [20–26], which will be extensively
discussed in this review. These experiments and significant others [27–33] have a common working
principle: A fast [34] time-dependent voltage drive V(t), applied either on metallic or gating contacts,
triggers emission of well defined electronic excitations. Remarkably, these experiments achieved to
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Abstract: This review illustrates how Local Fermi Liquid (LFL) theories describe the strongly
correlated and coherent low-energy dynamics of quantum dot devices. This approach consists in an
effective elastic scattering theory, accounting exactly for strong correlations. Here, we focus on the
mesoscopic capacitor and recent experiments achieving a Coulomb-induced quantum state transfer.
Extending to out-of-equilibrium regimes, aimed at triggered single electron emission, we illustrate
how inelastic effects become crucial, requiring approaches beyond LFLs, shedding new light on past
experimental data by showing clear interaction effects in the dynamics of mesoscopic capacitors.

Keywords: dynamics of strongly correlated quantum systems; quantum transport; mesoscopic physics;
quantum dots; quantum capacitor; local fermi liquids; kondo effect; coulomb blockade

1. Introduction

The manipulation of local electrostatic potentials and electron Coulomb interactions has been
pivotal to control quantized charges in solid state devices. Coulomb blockade [1–3] has revealed to be
a formidable tool to trapping and manipulating single electrons in localized regions behaving as highly
tunable artificial impurities, so called quantum dots. Beyond a clear practical interest, which make
quantum dots promising candidates to become the building block of a quantum processor [4–6],
hybrid [7] quantum dot systems also became a formidable platform to address the dynamics of
many-body systems in a controlled fashion, and a comprehensive theory, which could establish
the role of Coulomb interactions when these systems are strongly driven out of equilibrium, is still
under construction.

Beyond theoretical interest, this question is important for ongoing experiments with mesoscopic
devices aimed towards the full control of single electrons out of equilibrium. Figure 1 reports some of
these experiments [8–19], in addition to the mesoscopic capacitor [20–26], which will be extensively
discussed in this review. These experiments and significant others [27–33] have a common working
principle: A fast [34] time-dependent voltage drive V(t), applied either on metallic or gating contacts,
triggers emission of well defined electronic excitations. Remarkably, these experiments achieved to
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4.1. Hamiltonian Description of the Quantum RC Circuit: Differential Capacitance and Korringa–Shiba Relation

Expanding the square in Equation (1) and neglecting constant contributions, Hc renormalizes
the orbital energy #d in Equation (12) and adds a quartic term in the annihilation/creation
operators dl , namely

Hc = �eVg(t)N + EcN2 . (33)

The driving gate voltage Vg couples to the charge occupation of the quantum dot Q = e hNi.
In single-electron emitters, one operates on the time dependent voltage drive Vg(t) to bring occupied
discrete levels above the Fermi surface and then trigger the emission of charge, see Figure 6. The current
of the device is a derivative in time of the charge leaving the quantum dot, the admittance reads then,
in the Fourier frequency representation,

A(w) = �iw
Q(w)
Vg(w)

. (34)

We start by considering small oscillations of amplitude #w of the gate voltage:

Vg(t) = Vg + #w cos(w t) . (35)

Close to equilibrium, expression (34) is calculated relying on Kubo’s linear response theory [149]

A(w) = �iwe2cc(w) , (36)

in which cc(w) is the Fourier transform of the dynamical charge susceptibility:

cc(t � t0) =
i
h̄

q(t � t0)
⌦⇥

N(t), N(t0)
⇤↵

0 . (37)

The notation h·i0 refers to quantum averages performed at equilibrium, i.e., without the driving term
Vg(t) in Equation (33). The low frequency expansion of cc(w) reads:

A(w) = �iwe2 {cc + iIm [cc(w)]}+O(w2) , (38)

where we relied on the fact that the even/odd part of the response function (37) coincide with its
real/imaginary part, see Appendix C. We also introduce the static charge susceptibility cc = cc(w = 0).
The expansion (38) matches that of a classical RC circuit (31). Identifying term by term, we find the
expression of the charge relaxation resistance and, in particular, that the capacitance C of the mesoscopic
capacitor is actually given by a differential capacitance C0:

C = C0 = e2cc = �e2 ∂ hNi
∂#d

=
∂Q
∂Vg

, Rq =
1

e2c2
c

Imcc(w)
w

����
w!0

. (39)

The differential capacitance is proportional to the density of states of charge excitations on the dot,
which, as mentioned above, generally differs from the local density of states in the presence of strong
correlations. Equation (39) provides also the general condition for the universal quantization of the
charge-relaxation resistance Rq = h/2e2, namely:

Imcc(w)|w!0 = h̄pwc2
c . (40)

Such kind of relation is known as a Korringa–Shiba (KS) relation [146]. The KS relation establishes
that the imaginary part of the dynamic charge susceptibility, describing dissipation in the system,
is controlled by the static charge fluctuations on the dot, cc.

Additionally, we mention that the relation (40) also affects the phase-shift of reflected or transmitted
light through a mesoscopic system in the Kondo LFL regime [150–152]. Such situations have been recently
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FIG. 1. Sketch of the setup. A quantum dot described by a single
electron level with Coulomb interaction U and is driven by an ac gate
voltage Vg(t) = V0 sin(!t) and is connected to a normal lead. Top:
representation of the setup in terms of a resistance connected in series
with a capacitor.

a many-body singlet state. Another scenario is the Coulomb
blockade, according to which it is necessary to overcome the
energy of the Coulomb interaction to introduce an additional
electron in the quantum dot once it is already filled with one
electron. In all the regimes, the single impurity Anderson
model behaves as a FL, even in the presence of a magnetic
field. We show that, due to this fact, the dynamics for the
energy dissipation in the adiabatic regime is ruled by the IJL
of Eq. (1) even beyond linear response. However, the mech-
anisms for the energy transport depend on the interactions
and the spin polarization. We show that in systems without
spin polarization (interacting and noninteracting), as well as
in noninteracting systems (with and without spin polarization),
electrons with each spin orientation separately dissipate energy
at a rate described by a Joule law PJoule,σ (t) = R0[IC,σ (t)]2.
Instead, the interplay between many-body interactions and
spin polarization leads to regimes where electrons with a
given spin orientation exchange energy with electrons with
the opposite spin orientation, although the total rate for the
energy dissipation is described by Eq. (1).

The paper is organized as follows. We present the theoreti-
cal treatment in Sec. II. In Sec. III we discuss the case where
the quantum dot is noninteracting. We show that the exact
description of the adiabatic dynamics is fully determined by
the behavior of the charge susceptibility of the frozen system
described by the equilibrium Hamiltonian frozen at a given
time. The effect of many-body interactions is discussed in

FIG. 2. Sketch of the circuit. Upper and lower branch corresponds
to ↑ and ↓ spin channels.

Sec. IV. In Sec. V we present numerical results obtained with
numerical renormalization group (NRG). For systems without
spin polarization, we also use exact results of static properties
obtained using the Bethe ansatz (BA). We present the summary
and conclusions in Sec. VI.

II. THEORETICAL TREATMENT

A. Model

We consider the system of Fig. 1. A driven quantum dot is
connected to a normal lead of free electrons at zero temperature
and chemical potential µ. The full setup is described by an
Anderson Hamiltonian,

H (t) = Hdot(t) + Hres + HT. (2)

The first term describes the dot

Hdot(t) =
∑

σ

εd,σ (t)ndσ + U

(
n↑ − 1

2

)(
n↓ − 1

2

)
, (3)

with ndσ denoting the number operator with spin σ = ↑,↓,
U is the Coulomb repulsion, and εd,σ (t) = ε0 + sσ

δZ

2 +Vg(t)
is the single-particle energy modulated by the applied gate
voltage Vg(t), with Vg(t) = eVg(t) = V0 sin(!t), δZ is the
Zeeman splitting due to the presence of an external magnetic
field, sσ = ±1 for σ = ↑,↓, and −e is the charge of the
electron. The reservoir is described by the Hamiltonian Hres =∑

σ,k εkc
†
kσ ckσ , which is assumed to have a constant density of

states within a bandwidth 2D. The coupling between dot and
reservoir is HT = Vc

∑
kσ [c†kσdσ + H.c.].

B. Charge and energy adiabatic dynamics

The conservation of the charge in the full system implies

eṅd (t) = e
∑

σ

ṅdσ (t) =
∑

σ

IC,σ (t), (4)

where ndσ (t) ≡ 〈ndσ (t)〉 is the occupancy of the dot by
electrons with spin σ at time t , IC,σ (t) is the contribution
of the electrons with spin σ to the charge current flowing out
of the dot at time t , and e > 0 the elementary charge.

The power developed by the external ac source on the
electron system is defined as [22] Pac(t) = −〈∂H/∂t〉 =
−e

∑
σ ndσ (t)V̇g(t). This leads to a net heat production in

the electron system at a rate Q̇(t) = −Pac(t) [20]. We find it
convenient to define the power

P (t) = e
∑

σ

ndσ (t)V̇g(t), (5)

such that P > 0 implies work delivered from the electron
system against the ac sources. With this definition, the
rate for the heat production in the electron system reads
Q̇(t) = P (t) = Pcons(t) + Pdiss(t) [23]. This power contains a
purely ac component Pcons(t) associated to the reversible heat
produced by the conservative (Born-Oppenheimer) forces and
a dissipative component Pdiss(t) with a nonzero time average.

The dynamics of the heat production and the charge
current is fully determined by ndσ (t). For low frequencies,
the latter can be calculated within the adiabatic formalism of
Ref. [24], which corresponds to linear response in V̇g(t) (see
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FIG. 1. Sketch of the setup. A quantum dot described by a single
electron level with Coulomb interaction U and is driven by an ac gate
voltage Vg(t) = V0 sin(!t) and is connected to a normal lead. Top:
representation of the setup in terms of a resistance connected in series
with a capacitor.

a many-body singlet state. Another scenario is the Coulomb
blockade, according to which it is necessary to overcome the
energy of the Coulomb interaction to introduce an additional
electron in the quantum dot once it is already filled with one
electron. In all the regimes, the single impurity Anderson
model behaves as a FL, even in the presence of a magnetic
field. We show that, due to this fact, the dynamics for the
energy dissipation in the adiabatic regime is ruled by the IJL
of Eq. (1) even beyond linear response. However, the mech-
anisms for the energy transport depend on the interactions
and the spin polarization. We show that in systems without
spin polarization (interacting and noninteracting), as well as
in noninteracting systems (with and without spin polarization),
electrons with each spin orientation separately dissipate energy
at a rate described by a Joule law PJoule,σ (t) = R0[IC,σ (t)]2.
Instead, the interplay between many-body interactions and
spin polarization leads to regimes where electrons with a
given spin orientation exchange energy with electrons with
the opposite spin orientation, although the total rate for the
energy dissipation is described by Eq. (1).

The paper is organized as follows. We present the theoreti-
cal treatment in Sec. II. In Sec. III we discuss the case where
the quantum dot is noninteracting. We show that the exact
description of the adiabatic dynamics is fully determined by
the behavior of the charge susceptibility of the frozen system
described by the equilibrium Hamiltonian frozen at a given
time. The effect of many-body interactions is discussed in

FIG. 2. Sketch of the circuit. Upper and lower branch corresponds
to ↑ and ↓ spin channels.

Sec. IV. In Sec. V we present numerical results obtained with
numerical renormalization group (NRG). For systems without
spin polarization, we also use exact results of static properties
obtained using the Bethe ansatz (BA). We present the summary
and conclusions in Sec. VI.

II. THEORETICAL TREATMENT

A. Model

We consider the system of Fig. 1. A driven quantum dot is
connected to a normal lead of free electrons at zero temperature
and chemical potential µ. The full setup is described by an
Anderson Hamiltonian,

H (t) = Hdot(t) + Hres + HT. (2)

The first term describes the dot

Hdot(t) =
∑

σ

εd,σ (t)ndσ + U

(
n↑ − 1

2

)(
n↓ − 1

2

)
, (3)

with ndσ denoting the number operator with spin σ = ↑,↓,
U is the Coulomb repulsion, and εd,σ (t) = ε0 + sσ

δZ

2 +Vg(t)
is the single-particle energy modulated by the applied gate
voltage Vg(t), with Vg(t) = eVg(t) = V0 sin(!t), δZ is the
Zeeman splitting due to the presence of an external magnetic
field, sσ = ±1 for σ = ↑,↓, and −e is the charge of the
electron. The reservoir is described by the Hamiltonian Hres =∑

σ,k εkc
†
kσ ckσ , which is assumed to have a constant density of

states within a bandwidth 2D. The coupling between dot and
reservoir is HT = Vc

∑
kσ [c†kσdσ + H.c.].

B. Charge and energy adiabatic dynamics

The conservation of the charge in the full system implies

eṅd (t) = e
∑

σ

ṅdσ (t) =
∑

σ

IC,σ (t), (4)

where ndσ (t) ≡ 〈ndσ (t)〉 is the occupancy of the dot by
electrons with spin σ at time t , IC,σ (t) is the contribution
of the electrons with spin σ to the charge current flowing out
of the dot at time t , and e > 0 the elementary charge.

The power developed by the external ac source on the
electron system is defined as [22] Pac(t) = −〈∂H/∂t〉 =
−e

∑
σ ndσ (t)V̇g(t). This leads to a net heat production in

the electron system at a rate Q̇(t) = −Pac(t) [20]. We find it
convenient to define the power

P (t) = e
∑

σ

ndσ (t)V̇g(t), (5)

such that P > 0 implies work delivered from the electron
system against the ac sources. With this definition, the
rate for the heat production in the electron system reads
Q̇(t) = P (t) = Pcons(t) + Pdiss(t) [23]. This power contains a
purely ac component Pcons(t) associated to the reversible heat
produced by the conservative (Born-Oppenheimer) forces and
a dissipative component Pdiss(t) with a nonzero time average.

The dynamics of the heat production and the charge
current is fully determined by ndσ (t). For low frequencies,
the latter can be calculated within the adiabatic formalism of
Ref. [24], which corresponds to linear response in V̇g(t) (see
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FIG. 1. Sketch of the setup. A quantum dot described by a single
electron level with Coulomb interaction U and is driven by an ac gate
voltage Vg(t) = V0 sin(!t) and is connected to a normal lead. Top:
representation of the setup in terms of a resistance connected in series
with a capacitor.

a many-body singlet state. Another scenario is the Coulomb
blockade, according to which it is necessary to overcome the
energy of the Coulomb interaction to introduce an additional
electron in the quantum dot once it is already filled with one
electron. In all the regimes, the single impurity Anderson
model behaves as a FL, even in the presence of a magnetic
field. We show that, due to this fact, the dynamics for the
energy dissipation in the adiabatic regime is ruled by the IJL
of Eq. (1) even beyond linear response. However, the mech-
anisms for the energy transport depend on the interactions
and the spin polarization. We show that in systems without
spin polarization (interacting and noninteracting), as well as
in noninteracting systems (with and without spin polarization),
electrons with each spin orientation separately dissipate energy
at a rate described by a Joule law PJoule,σ (t) = R0[IC,σ (t)]2.
Instead, the interplay between many-body interactions and
spin polarization leads to regimes where electrons with a
given spin orientation exchange energy with electrons with
the opposite spin orientation, although the total rate for the
energy dissipation is described by Eq. (1).

The paper is organized as follows. We present the theoreti-
cal treatment in Sec. II. In Sec. III we discuss the case where
the quantum dot is noninteracting. We show that the exact
description of the adiabatic dynamics is fully determined by
the behavior of the charge susceptibility of the frozen system
described by the equilibrium Hamiltonian frozen at a given
time. The effect of many-body interactions is discussed in

FIG. 2. Sketch of the circuit. Upper and lower branch corresponds
to ↑ and ↓ spin channels.

Sec. IV. In Sec. V we present numerical results obtained with
numerical renormalization group (NRG). For systems without
spin polarization, we also use exact results of static properties
obtained using the Bethe ansatz (BA). We present the summary
and conclusions in Sec. VI.

II. THEORETICAL TREATMENT

A. Model

We consider the system of Fig. 1. A driven quantum dot is
connected to a normal lead of free electrons at zero temperature
and chemical potential µ. The full setup is described by an
Anderson Hamiltonian,

H (t) = Hdot(t) + Hres + HT. (2)

The first term describes the dot

Hdot(t) =
∑

σ

εd,σ (t)ndσ + U

(
n↑ − 1

2

)(
n↓ − 1

2

)
, (3)

with ndσ denoting the number operator with spin σ = ↑,↓,
U is the Coulomb repulsion, and εd,σ (t) = ε0 + sσ

δZ

2 +Vg(t)
is the single-particle energy modulated by the applied gate
voltage Vg(t), with Vg(t) = eVg(t) = V0 sin(!t), δZ is the
Zeeman splitting due to the presence of an external magnetic
field, sσ = ±1 for σ = ↑,↓, and −e is the charge of the
electron. The reservoir is described by the Hamiltonian Hres =∑

σ,k εkc
†
kσ ckσ , which is assumed to have a constant density of

states within a bandwidth 2D. The coupling between dot and
reservoir is HT = Vc

∑
kσ [c†kσdσ + H.c.].

B. Charge and energy adiabatic dynamics

The conservation of the charge in the full system implies

eṅd (t) = e
∑

σ

ṅdσ (t) =
∑

σ

IC,σ (t), (4)

where ndσ (t) ≡ 〈ndσ (t)〉 is the occupancy of the dot by
electrons with spin σ at time t , IC,σ (t) is the contribution
of the electrons with spin σ to the charge current flowing out
of the dot at time t , and e > 0 the elementary charge.

The power developed by the external ac source on the
electron system is defined as [22] Pac(t) = −〈∂H/∂t〉 =
−e

∑
σ ndσ (t)V̇g(t). This leads to a net heat production in

the electron system at a rate Q̇(t) = −Pac(t) [20]. We find it
convenient to define the power

P (t) = e
∑

σ

ndσ (t)V̇g(t), (5)

such that P > 0 implies work delivered from the electron
system against the ac sources. With this definition, the
rate for the heat production in the electron system reads
Q̇(t) = P (t) = Pcons(t) + Pdiss(t) [23]. This power contains a
purely ac component Pcons(t) associated to the reversible heat
produced by the conservative (Born-Oppenheimer) forces and
a dissipative component Pdiss(t) with a nonzero time average.

The dynamics of the heat production and the charge
current is fully determined by ndσ (t). For low frequencies,
the latter can be calculated within the adiabatic formalism of
Ref. [24], which corresponds to linear response in V̇g(t) (see
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Appendix A). The result is

ndσ (t) = nf σ (t) + e"σ (t)V̇g(t), (6)

where nf,σ (t) ≡ 〈ndσ 〉t is the snapshot occupancy of the
dot, evaluated with the exact equilibrium density matrix ρt

corresponding to the Hamiltonian H (t) frozen at the time t .
The coefficient of the second term is

"σ (t) = − lim
ω→0

Im[χσσ
t (ω) + χσσ

t (ω)]
h̄ω

, (7)

with ↑ = ↓ and ↓ = ↑. χσσ ′

t (ω) is the Fourier trans-
form of the charge susceptibility χσσ ′

t (t − t ′) = −iθ (t −
t ′)〈[ndσ (t),ndσ ′(t ′)]〉t evaluated with ρt .

In the case of the system with applied magnetic field, it is
appropriate to analyze separately the current and the power
developed by electrons with the different spin components.
The current per spin can be calculated by the derivative of
Eq. (6)

IC,σ (t) = e
dnf,σ

dVg

V̇g(t) + e2 d["σ (t)V̇g(t)]
dt

, (8)

where the first term is related to the static charge susceptibility
through dnf,σ /dVg = χσσ

t (0).
The frozen component nf,σ (t) contributes to the con-

servative component of this power, while the last term of
Eq. (6) contributes to the nonconservative one. They read,
respectively,

Pcons,σ (t) = enf σ (t)V̇g(t), Pσ (t) = e2"σ (t)[V̇g(t)]2. (9)

It is important to notice that the nonconservative components
Pσ (t) are not necessarily fully dissipative. They certainly
contribute to the total dissipation, but they may also contain
a nondissipative “exchange” part Pex(t), such that P↑(↓)(t) =
±Pex(t) + Pdiss,↑(↓)(t). The exchange component is associated
with time-dependent induced forces that are proportional to
V̇g(t). In this sense, these forces are akin to the “Lorentz”
forces discussed in Ref. [32]. However, in the present case
they may develop work only instantaneously while the average
over one period is zero.

The total power has conservative Pcons(t) =
∑

σ Pcons,σ (t),
and dissipative components Pdiss(t) =

∑
σ Pdiss,σ (t), which

read

Pcons(t) = e
∑

σ

nf σ (t)V̇g(t),

(10)
Pdiss(t) = e2

∑

σ

"σ (t)[V̇g(t)]2.

For later use we also define

"σσ ′(t) = − lim
ω→0

Im[χσσ ′

t (ω)]
h̄ω

,

(11)
Pσσ ′(t) = e2"σσ ′(t)[V̇g(t)]2.

When performing the averages over one period τ =
2π/) for these two contributions to the power, P cons,diss =
(1/τ )

∫ τ

0 dtPcons,diss(t), we find P cons = 0 and P diss ! 0 in
accordance with the second law of thermodynamics. We see
that the full charge and energy dynamics in the adiabatic
regime is completely determined by the behavior of the frozen

charge susceptibility χσσ ′

t (ω), irrespective of the strength of
the interactions and the amplitude of the driving potential.

C. Analogy to the nonlinear classical circuit

We now discuss the representation of the equations for the
dynamics of the charge and energy introduced in the previous
section, in terms of a classical nonlinear circuit. We find it
convenient to treat the two spin channels separately as a circuit
with two branches (one for each spin species) connected in
parallel to the ac source, as sketched in Fig. 2. Each branch
contains a capacitance Cσ (t) in series with a resistance Rσ (t).

We assume that the equation relating the current through
each branch of the circuit with the potential Vg(t) is

IC,σ (t) = −Cσ (t)V̇g(t) + e2 d[Rσ (t)Cσ (t)2V̇g(t)]
dt

. (12)

As discussed in Appendix B, this equation corresponds to a
true macroscopic classical RC circuit in the nonlinear low-
frequency regime satisfying )Rσ Iσ ) 1. Identifying linear
and quadratic terms in V̇g in the above equation with those of
the quantum current Eq. (8) one obtains

Cσ (t) = −e
dnf,σ (t)

dVg

= −eχσσ
t (0), Rσ (t)C2

σ (t) = e2"σ (t).

(13)
Here, unlike the linear case, the nonlinear capacitance Cσ (t)
and resistance Rσ (t) are, in general, functions of t . In terms of
these coefficients, the dissipated power (10) reads

Pdiss(t) =
∑

σ

Rσ (t)C2
σ (t)[V̇g(t)]2. (14)

We see that for the case where Rσ (t) = R0, Eq. (14) reduces
to the IJL described by Eq. (1), which is immediately derived
by retaining only the first term of Eq. (8). In fact, the latter is
the only term of Eq. (8) which has a contribution ∝[V̇g(t)]2 to
Pdiss(t), since d"σ (t)/dt = (d"σ (t)/dVg(t))V̇g(t).

The above equations are exact and valid in general within
the adiabatic regime. However, in order to establish a meaning-
ful correspondence between the charge and energy dynamics
of the quantum system and the classical circuit of Fig. 2, the
coefficients defined in Eq. (13) should also verify Rσ (t) > 0
and Cσ (t) > 0. As we will discuss in detail in the next sections,
such a correspondence is valid in the system without spin
polarization (δZ = 0) for arbitrary Coulomb interaction U , as
well as in the noninteracting case (U = 0) with arbitrary δZ .
We also argue in Secs. IV and V that the dynamics of the
driven interacting quantum dot in the presence of a magnetic
field cannot be interpreted in terms of the circuit of Fig. 2.

III. NONINTERACTING ELECTRONS

A. Review of the spinless case

The expressions of the previous sections are completely
general and valid for arbitrary temperatures, for noninteracting
as well as interacting systems. We now relate them to the non-
interacting results for spinless electrons of Refs. [12,19,20,24].
This corresponds to the Hamiltonian (3) with U = δZ = 0 and
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Appendix A). The result is

ndσ (t) = nf σ (t) + e"σ (t)V̇g(t), (6)

where nf,σ (t) ≡ 〈ndσ 〉t is the snapshot occupancy of the
dot, evaluated with the exact equilibrium density matrix ρt

corresponding to the Hamiltonian H (t) frozen at the time t .
The coefficient of the second term is

"σ (t) = − lim
ω→0

Im[χσσ
t (ω) + χσσ

t (ω)]
h̄ω

, (7)

with ↑ = ↓ and ↓ = ↑. χσσ ′

t (ω) is the Fourier trans-
form of the charge susceptibility χσσ ′

t (t − t ′) = −iθ (t −
t ′)〈[ndσ (t),ndσ ′(t ′)]〉t evaluated with ρt .

In the case of the system with applied magnetic field, it is
appropriate to analyze separately the current and the power
developed by electrons with the different spin components.
The current per spin can be calculated by the derivative of
Eq. (6)

IC,σ (t) = e
dnf,σ

dVg

V̇g(t) + e2 d["σ (t)V̇g(t)]
dt

, (8)

where the first term is related to the static charge susceptibility
through dnf,σ /dVg = χσσ

t (0).
The frozen component nf,σ (t) contributes to the con-

servative component of this power, while the last term of
Eq. (6) contributes to the nonconservative one. They read,
respectively,

Pcons,σ (t) = enf σ (t)V̇g(t), Pσ (t) = e2"σ (t)[V̇g(t)]2. (9)

It is important to notice that the nonconservative components
Pσ (t) are not necessarily fully dissipative. They certainly
contribute to the total dissipation, but they may also contain
a nondissipative “exchange” part Pex(t), such that P↑(↓)(t) =
±Pex(t) + Pdiss,↑(↓)(t). The exchange component is associated
with time-dependent induced forces that are proportional to
V̇g(t). In this sense, these forces are akin to the “Lorentz”
forces discussed in Ref. [32]. However, in the present case
they may develop work only instantaneously while the average
over one period is zero.

The total power has conservative Pcons(t) =
∑

σ Pcons,σ (t),
and dissipative components Pdiss(t) =

∑
σ Pdiss,σ (t), which

read

Pcons(t) = e
∑

σ

nf σ (t)V̇g(t),

(10)
Pdiss(t) = e2

∑

σ

"σ (t)[V̇g(t)]2.

For later use we also define

"σσ ′(t) = − lim
ω→0

Im[χσσ ′

t (ω)]
h̄ω

,

(11)
Pσσ ′(t) = e2"σσ ′(t)[V̇g(t)]2.

When performing the averages over one period τ =
2π/) for these two contributions to the power, P cons,diss =
(1/τ )

∫ τ

0 dtPcons,diss(t), we find P cons = 0 and P diss ! 0 in
accordance with the second law of thermodynamics. We see
that the full charge and energy dynamics in the adiabatic
regime is completely determined by the behavior of the frozen

charge susceptibility χσσ ′

t (ω), irrespective of the strength of
the interactions and the amplitude of the driving potential.

C. Analogy to the nonlinear classical circuit

We now discuss the representation of the equations for the
dynamics of the charge and energy introduced in the previous
section, in terms of a classical nonlinear circuit. We find it
convenient to treat the two spin channels separately as a circuit
with two branches (one for each spin species) connected in
parallel to the ac source, as sketched in Fig. 2. Each branch
contains a capacitance Cσ (t) in series with a resistance Rσ (t).

We assume that the equation relating the current through
each branch of the circuit with the potential Vg(t) is

IC,σ (t) = −Cσ (t)V̇g(t) + e2 d[Rσ (t)Cσ (t)2V̇g(t)]
dt

. (12)

As discussed in Appendix B, this equation corresponds to a
true macroscopic classical RC circuit in the nonlinear low-
frequency regime satisfying )Rσ Iσ ) 1. Identifying linear
and quadratic terms in V̇g in the above equation with those of
the quantum current Eq. (8) one obtains

Cσ (t) = −e
dnf,σ (t)

dVg

= −eχσσ
t (0), Rσ (t)C2

σ (t) = e2"σ (t).

(13)
Here, unlike the linear case, the nonlinear capacitance Cσ (t)
and resistance Rσ (t) are, in general, functions of t . In terms of
these coefficients, the dissipated power (10) reads

Pdiss(t) =
∑

σ

Rσ (t)C2
σ (t)[V̇g(t)]2. (14)

We see that for the case where Rσ (t) = R0, Eq. (14) reduces
to the IJL described by Eq. (1), which is immediately derived
by retaining only the first term of Eq. (8). In fact, the latter is
the only term of Eq. (8) which has a contribution ∝[V̇g(t)]2 to
Pdiss(t), since d"σ (t)/dt = (d"σ (t)/dVg(t))V̇g(t).

The above equations are exact and valid in general within
the adiabatic regime. However, in order to establish a meaning-
ful correspondence between the charge and energy dynamics
of the quantum system and the classical circuit of Fig. 2, the
coefficients defined in Eq. (13) should also verify Rσ (t) > 0
and Cσ (t) > 0. As we will discuss in detail in the next sections,
such a correspondence is valid in the system without spin
polarization (δZ = 0) for arbitrary Coulomb interaction U , as
well as in the noninteracting case (U = 0) with arbitrary δZ .
We also argue in Secs. IV and V that the dynamics of the
driven interacting quantum dot in the presence of a magnetic
field cannot be interpreted in terms of the circuit of Fig. 2.

III. NONINTERACTING ELECTRONS

A. Review of the spinless case

The expressions of the previous sections are completely
general and valid for arbitrary temperatures, for noninteracting
as well as interacting systems. We now relate them to the non-
interacting results for spinless electrons of Refs. [12,19,20,24].
This corresponds to the Hamiltonian (3) with U = δZ = 0 and
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with only one spin species. Following Refs. [19,20,25], we get

C(t) = −e

∫
dε

∂f

∂ε
ρf (t,ε),

(15)

$(t) = −h

2

∫
dε

∂f

∂ε
[ρf (t,ε)]2,

where ρf (t,ε) = (%/π)/[(ε − εd (t))2 + %2] is the noninter-
acting frozen density of states of the quantum dot connected to
a reservoir with constant density of states ν, % = πνV 2

c , and
f (ε) is the Fermi distribution function.

The resistance can be directly calculated from Eq. (13). At
T = 0, we have −∂f/∂ε = δ(ε − µ). Hence, the coefficients
simplify to C(t) = e2ρf (t,µ) and R(t) = R0 = h/(2e2). The
latter corresponds to the universal resistance quantum for a
single channel. By substituting these expressions in Pdiss(t)
and IC(t), and keeping terms up to O(V̇ 2

g ), we recover the
IJL of Eq. (1) as in Ref. [19]. Interestingly, we get the
same expression of the current IC(t) in the noninteracting
limit as the one of Ref. [12]. However the definition of R(t)
presented there differs from the definition of Eq. (13) with
$(t) given by Eq. (15). Such difference should be traced
back to the equation for the nonlinear circuit (12). Unlike
the one considered in Ref. [12], Eq. (12) includes the factor
RC inside the time derivative of the second term. The structure
of the latter equation is motivated by the adiabatic expansion
of the occupancy Eq. (6), by identifying the coefficient $(t)
as the dissipative contribution. Remarkably, our definition of
R(t) can be easily related to R0 in the limit of T = 0, and it
consistently leads to the Joule law of Eq. (1), while it is also in
agreement with the effective resistance defining the noise [12].

B. Spinful electrons

We now consider the case with U = 0 and arbitrary δZ .
Notice that for noninteracting electrons the “crossed suscep-
tibility” χσ,σ

t (ω) = 0. Hence the coefficient $σ (t) is fully
determined by the susceptibilities χσ,σ

t (ω). The calculations of
Refs. [12,19,20,24] can be easily extended to noninteracting
electrons with spin.

The frozen occupancy of the quantum dot with spin σ is

nf,σ (t) =
∫

dερf,σ (t,ε)f (ε), (16)

where ρf,σ (t,ε) = (%σ /π )/[(ε − εd,σ (t))2 + %2
σ ]. For this

model ∂ρf,σ (t,ε)/∂t = e(∂ρf,σ (t,ε)/∂ε)V̇g(t). Hence, after
integrating by parts the above equation, we get for T = 0

Cσ (t) = eρf,σ (t,µ). (17)

In addition, we get an expression like (15) for each spin
orientation σ . For T = 0, it reads

$σ (t) = h

2
[ρf,σ (t,µ)]2 = h

2

[
χσσ

t (0)
]2

, (18)

which is a special case of the Korringa-Shiba (KS) law
discussed in the next section. Inserting these expressions in
Eq. (13) we obtain Rσ (t) = R0. Substituting in (10), we see
that the dissipated power is ruled by the IJL of Eq. (1).

Therefore, for noninteracting electrons, Korringa-Shiba
law of Eq. (18) implies that there is a full one-to-one

correspondence between the charge and energy dynamics of
the driven electron system and the two-branch circuit sketched
in Fig. 2, with resistances Rσ (t) = R0, even when the electrons
are spin polarized. This also means that the ac forces associated
with the induced charge for each spin orientation dissipate heat
in the form of a Joule law, Pσ (t) = R0[IC,σ (t)]2 = PJoule,σ (t).
Hence, Pdiss(t) =

∑
σ PJoule,σ (t) = Rq[IC(t)]2, with IC(t) =∑

σ IC,σ (t) and Rq = R0/2.

IV. INTERACTING ELECTRONS

A. Exact results

For interacting electrons, the crossed susceptibility χσ,σ
t (ω)

contributes to the coefficient $σ (t), in addition to χσ,σ
t (ω).

For Fermi liquids, an important relation exists for the total
charge susceptibility χ c

t (ω) =
∑

σ,σ ′ χ
σ,σ ′

t (ω), which receives
the name of Korringa-Shiba law [26]. In the noninteracting
case, it is expressed in Eq. (18). In the interacting case, it is a
nontrivial result, which was originally proved by Shiba in the
Anderson model [26] and later generalized by Fillipone et al.
when a magnetic field is also considered [10,11]. It reads

lim
ω→0

Im[χ c
t (ω)]

h̄ω
= −h

2

∑

σ

[
χσσ

t (0)
]2

. (19)

This relation has been used to study the present problem within
the linear response regime [7–11]. Here, we show that the
Korringa-Shiba law Eq. (19) is equivalent to the instantaneous
Joule law Eq. (1), even in the presence of a magnetic field and
also in the nonlinear response regime.

In fact, from Eqs. (7) and (10) and taking into account that
Eq. (19) is satisfied, we have

Pdiss(t) = e2h

2

∑

σ

[
χσσ

t (0)
]2

V̇g(t)2. (20)

On the other hand, the up-to-O(V̇g(t)) charge current with spin
σ is given by the first term of Eq. (8) and reads

IC,σ (t) $ e
∂nf σ (t)
∂Vg(t)

V̇g(t) = eχσσ
t (0)V̇g(t). (21)

Then, substituting in Eq. (20), we get

Pdiss(t) = h

2e2

∑

σ

[IC,σ (t)]2, (22)

which is, precisely, the IJL. This result holds for electrons with
and without spin polarization, in the nonlinear as well as in the
linear regimes.

B. Nonpolarized electrons and the representation by the
classical circuit

In the case of nonpolarized electrons, the two spin ori-
entations are equivalent. The total charge current IC(t) =∑

σ IC,σ (t) associated with the change in the dot occupancy
by up and down spins is given by [see Eqs. (8) and (13)]

IC(t) = −C(t)V̇g(t) + e2 d[$c(t)V̇g(t)]
dt

, (23)

with C(t) =
∑

σ Cσ (t), and $c(t) =
∑

σ $σ (t).

235117-4

Korringa-Shiba law 
Verified numerically

ROMERO, ROURA-BAS, ALIGIA, AND ARRACHEA PHYSICAL REVIEW B 95, 235117 (2017)

with only one spin species. Following Refs. [19,20,25], we get

C(t) = −e

∫
dε

∂f

∂ε
ρf (t,ε),

(15)

$(t) = −h

2

∫
dε

∂f

∂ε
[ρf (t,ε)]2,

where ρf (t,ε) = (%/π)/[(ε − εd (t))2 + %2] is the noninter-
acting frozen density of states of the quantum dot connected to
a reservoir with constant density of states ν, % = πνV 2

c , and
f (ε) is the Fermi distribution function.

The resistance can be directly calculated from Eq. (13). At
T = 0, we have −∂f/∂ε = δ(ε − µ). Hence, the coefficients
simplify to C(t) = e2ρf (t,µ) and R(t) = R0 = h/(2e2). The
latter corresponds to the universal resistance quantum for a
single channel. By substituting these expressions in Pdiss(t)
and IC(t), and keeping terms up to O(V̇ 2

g ), we recover the
IJL of Eq. (1) as in Ref. [19]. Interestingly, we get the
same expression of the current IC(t) in the noninteracting
limit as the one of Ref. [12]. However the definition of R(t)
presented there differs from the definition of Eq. (13) with
$(t) given by Eq. (15). Such difference should be traced
back to the equation for the nonlinear circuit (12). Unlike
the one considered in Ref. [12], Eq. (12) includes the factor
RC inside the time derivative of the second term. The structure
of the latter equation is motivated by the adiabatic expansion
of the occupancy Eq. (6), by identifying the coefficient $(t)
as the dissipative contribution. Remarkably, our definition of
R(t) can be easily related to R0 in the limit of T = 0, and it
consistently leads to the Joule law of Eq. (1), while it is also in
agreement with the effective resistance defining the noise [12].

B. Spinful electrons

We now consider the case with U = 0 and arbitrary δZ .
Notice that for noninteracting electrons the “crossed suscep-
tibility” χσ,σ

t (ω) = 0. Hence the coefficient $σ (t) is fully
determined by the susceptibilities χσ,σ

t (ω). The calculations of
Refs. [12,19,20,24] can be easily extended to noninteracting
electrons with spin.

The frozen occupancy of the quantum dot with spin σ is

nf,σ (t) =
∫

dερf,σ (t,ε)f (ε), (16)

where ρf,σ (t,ε) = (%σ /π )/[(ε − εd,σ (t))2 + %2
σ ]. For this

model ∂ρf,σ (t,ε)/∂t = e(∂ρf,σ (t,ε)/∂ε)V̇g(t). Hence, after
integrating by parts the above equation, we get for T = 0

Cσ (t) = eρf,σ (t,µ). (17)

In addition, we get an expression like (15) for each spin
orientation σ . For T = 0, it reads

$σ (t) = h

2
[ρf,σ (t,µ)]2 = h

2

[
χσσ

t (0)
]2

, (18)

which is a special case of the Korringa-Shiba (KS) law
discussed in the next section. Inserting these expressions in
Eq. (13) we obtain Rσ (t) = R0. Substituting in (10), we see
that the dissipated power is ruled by the IJL of Eq. (1).

Therefore, for noninteracting electrons, Korringa-Shiba
law of Eq. (18) implies that there is a full one-to-one

correspondence between the charge and energy dynamics of
the driven electron system and the two-branch circuit sketched
in Fig. 2, with resistances Rσ (t) = R0, even when the electrons
are spin polarized. This also means that the ac forces associated
with the induced charge for each spin orientation dissipate heat
in the form of a Joule law, Pσ (t) = R0[IC,σ (t)]2 = PJoule,σ (t).
Hence, Pdiss(t) =

∑
σ PJoule,σ (t) = Rq[IC(t)]2, with IC(t) =∑

σ IC,σ (t) and Rq = R0/2.

IV. INTERACTING ELECTRONS

A. Exact results

For interacting electrons, the crossed susceptibility χσ,σ
t (ω)

contributes to the coefficient $σ (t), in addition to χσ,σ
t (ω).

For Fermi liquids, an important relation exists for the total
charge susceptibility χ c

t (ω) =
∑

σ,σ ′ χ
σ,σ ′

t (ω), which receives
the name of Korringa-Shiba law [26]. In the noninteracting
case, it is expressed in Eq. (18). In the interacting case, it is a
nontrivial result, which was originally proved by Shiba in the
Anderson model [26] and later generalized by Fillipone et al.
when a magnetic field is also considered [10,11]. It reads

lim
ω→0

Im[χ c
t (ω)]

h̄ω
= −h

2

∑

σ

[
χσσ

t (0)
]2

. (19)

This relation has been used to study the present problem within
the linear response regime [7–11]. Here, we show that the
Korringa-Shiba law Eq. (19) is equivalent to the instantaneous
Joule law Eq. (1), even in the presence of a magnetic field and
also in the nonlinear response regime.

In fact, from Eqs. (7) and (10) and taking into account that
Eq. (19) is satisfied, we have

Pdiss(t) = e2h

2

∑

σ

[
χσσ

t (0)
]2

V̇g(t)2. (20)

On the other hand, the up-to-O(V̇g(t)) charge current with spin
σ is given by the first term of Eq. (8) and reads

IC,σ (t) $ e
∂nf σ (t)
∂Vg(t)

V̇g(t) = eχσσ
t (0)V̇g(t). (21)

Then, substituting in Eq. (20), we get

Pdiss(t) = h

2e2

∑

σ

[IC,σ (t)]2, (22)

which is, precisely, the IJL. This result holds for electrons with
and without spin polarization, in the nonlinear as well as in the
linear regimes.

B. Nonpolarized electrons and the representation by the
classical circuit

In the case of nonpolarized electrons, the two spin ori-
entations are equivalent. The total charge current IC(t) =∑

σ IC,σ (t) associated with the change in the dot occupancy
by up and down spins is given by [see Eqs. (8) and (13)]

IC(t) = −C(t)V̇g(t) + e2 d[$c(t)V̇g(t)]
dt

, (23)

with C(t) =
∑

σ Cσ (t), and $c(t) =
∑

σ $σ (t).
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Outlook
• Dissipation in finite-time process at slow driving is a bilinear 

function of the velocities characterizing the change of the 
control parameters. 

• Linear-response coefficients obey Onsager relations and define 
a tensor. 

• The symmetric component of the tensor describes the 
dissipation and a metric in the parameter space. 

• The antisymmetric part  describes power pumping.
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We show that heat production in slowly driven quantum systems is linked to the topological
structure of the driving protocol through the Fubini-Study tensor. Analyzing a minimal model of a
spin weakly coupled to a heat bath, we find that dissipation is controlled by the quantum metric and
a “quality factor” characterizing the spin’s precession. Utilizing these findings, we establish lower
bounds on the heating rate in two-tone protocols, such as those employed in topological frequency
converters. Notably, these bounds are determined by the topology of the protocol, independent of
its microscopic details. Our results bridge topological phenomena and energy dissipation in slowly
driven quantum systems, providing a design principle for optimal driving protocols.

Heating is a ubiquitous non-equilibrium phenomenon
that influences a broad range of systems, including quan-
tum computation platforms, semiconductor devices, and
mesoscopic setups. In closed, driven quantum many-
body systems, heating manifests through the growth of
entanglement entropy, resulting in volume-law entangled
states that are akin to infinite temperature states in
equilibrium [1–3]. Typically lacking distinctive features,
these states are generally considered undesirable.

Heating can be suppressed in systems possessing a
macroscopic number of local integrals of motion, such
as in the many-body localized phase [4–9], or prepared
in a dynamically obstructed state characterized by quan-
tum many-body scar [10–13]. On the other hand, certain
types of drives can give rise to long-lived quasi-steady
states, both in high and low frequency regimes [14–19].
In the quasi-adiabatic regime, heating occurs due to di-
abatic corrections [20, 21] which can be mitigated by in-
corporating counter-diabatic terms that counteract exci-
tations [22–24] and through drive-engineering techniques
known as shortcuts to adiabaticity [25, 26].

A di↵erent approach consists of coupling the system to
a low-temperature heat bath, maintaining the system in
a low-entropy steady state. Such steady states can have
exotic features with no equilibrium analogues [27–34]. To
stabilize a low-entropy steady state, the bath must be ca-
pable of continuously absorbing the heat generated by the
drive. Therefore, controlling heat production is crucial to
maintain its constant flow. In this work, our primary ob-
jective is to evaluate the steady-state energy flow from a
slowly-driven system to the heat bath.

In the quasi-adiabatic regime, time evolution is gov-
erned by the quantum geometry of the wavefunction [35–
44]. The corresponding heating rate can be found by eval-
uating an action along a trajectory in parameter space
controlled by the “dissipation metric” [43, 45–49]. Here,
we establish a connection between the dissipation metric
and the quantum metric [50]. We then exploit inequality
relations between the quantum metric and Berry curva-
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𝜶1 𝑡 𝜶2 𝑡

መ𝑑

Ƹ𝑒 መ𝑓

𝑊c

FIG. 1. The setup. A spin driven by two fields ↵1(t)
and ↵2(t), slowly oscillating with frequencies !1 and !2, and
weakly-coupled to a heat bath (represented by the blue halo).
The black and red curves denote the trajectories of the Bloch-
sphere vector d̂(t) representing the instantaneous Hamilto-
nian and the steady-state vector Sst(t) of the spin. The in-
stantaneous coordinate system consists of d̂, its normalized

time derivative f̂ = ˙̂d/| ˙̂d| and ê = f̂ ⇥ d̂. To leading order,
nonadiabatic corrections to the dynamics create an o↵set of
the spin in the ê direction which gives rise to energy pumping
between ↵1 and ↵2 with rate Wc. The lag between the spin
vector and the Hamiltonian (along the f̂ direction) induced
by the heat bath leads to energy dissipation with rate Wd.

ture [50–52] to establish a “topological” bound on heating
rates in two-tone protocols [53]. While heating is a↵ected
by the details of the driving protocol, its lower bound de-
pends only on the topological features of the protocol and
the quality factor of the system-bath coupling.
Setup.— We consider a two-level system subject to

quasi-adiabatic driving (see a generalization to N levels
in the Supplementary Material [54]), described by

H(t) = h0(t) + d(t) · �, (1)

where � = (�x,�y,�z) is a vector of Pauli matrices span-
ning the Hilbert space [55]. The Hamiltonian can be
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We show that heat production in slowly driven quantum systems is linked to the topological
structure of the driving protocol through the Fubini-Study tensor. Analyzing a minimal model of a
spin weakly coupled to a heat bath, we find that dissipation is controlled by the quantum metric and
a “quality factor” characterizing the spin’s precession. Utilizing these findings, we establish lower
bounds on the heating rate in two-tone protocols, such as those employed in topological frequency
converters. Notably, these bounds are determined by the topology of the protocol, independent of
its microscopic details. Our results bridge topological phenomena and energy dissipation in slowly
driven quantum systems, providing a design principle for optimal driving protocols.

Heating is a ubiquitous non-equilibrium phenomenon
that influences a broad range of systems, including quan-
tum computation platforms, semiconductor devices, and
mesoscopic setups. In closed, driven quantum many-
body systems, heating manifests through the growth of
entanglement entropy, resulting in volume-law entangled
states that are akin to infinite temperature states in
equilibrium [1–3]. Typically lacking distinctive features,
these states are generally considered undesirable.

Heating can be suppressed in systems possessing a
macroscopic number of local integrals of motion, such
as in the many-body localized phase [4–9], or prepared
in a dynamically obstructed state characterized by quan-
tum many-body scar [10–13]. On the other hand, certain
types of drives can give rise to long-lived quasi-steady
states, both in high and low frequency regimes [14–19].
In the quasi-adiabatic regime, heating occurs due to di-
abatic corrections [20, 21] which can be mitigated by in-
corporating counter-diabatic terms that counteract exci-
tations [22–24] and through drive-engineering techniques
known as shortcuts to adiabaticity [25, 26].

A di↵erent approach consists of coupling the system to
a low-temperature heat bath, maintaining the system in
a low-entropy steady state. Such steady states can have
exotic features with no equilibrium analogues [27–34]. To
stabilize a low-entropy steady state, the bath must be ca-
pable of continuously absorbing the heat generated by the
drive. Therefore, controlling heat production is crucial to
maintain its constant flow. In this work, our primary ob-
jective is to evaluate the steady-state energy flow from a
slowly-driven system to the heat bath.

In the quasi-adiabatic regime, time evolution is gov-
erned by the quantum geometry of the wavefunction [35–
44]. The corresponding heating rate can be found by eval-
uating an action along a trajectory in parameter space
controlled by the “dissipation metric” [43, 45–49]. Here,
we establish a connection between the dissipation metric
and the quantum metric [50]. We then exploit inequality
relations between the quantum metric and Berry curva-

FIG. 1. The setup. A spin driven by two fields ↵1(t)
and ↵2(t), slowly oscillating with frequencies !1 and !2, and
weakly-coupled to a heat bath (represented by the blue halo).
The black and red curves denote the trajectories of the Bloch-
sphere vector d̂(t) representing the instantaneous Hamilto-
nian and the steady-state vector Sst(t) of the spin. The in-
stantaneous coordinate system consists of d̂, its normalized

time derivative f̂ = ˙̂d/| ˙̂d| and ê = f̂ ⇥ d̂. To leading order,
nonadiabatic corrections to the dynamics create an o↵set of
the spin in the ê direction which gives rise to energy pumping
between ↵1 and ↵2 with rate Wc. The lag between the spin
vector and the Hamiltonian (along the f̂ direction) induced
by the heat bath leads to energy dissipation with rate Wd.

ture [50–52] to establish a “topological” bound on heating
rates in two-tone protocols [53]. While heating is a↵ected
by the details of the driving protocol, its lower bound de-
pends only on the topological features of the protocol and
the quality factor of the system-bath coupling.
Setup.— We consider a two-level system subject to

quasi-adiabatic driving (see a generalization to N levels
in the Supplementary Material [54]), described by

H(t) = h0(t) + d(t) · �, (1)

where � = (�x,�y,�z) is a vector of Pauli matrices span-
ning the Hilbert space [55]. The Hamiltonian can be
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We show that heat production in slowly driven quantum systems is linked to the topological
structure of the driving protocol through the Fubini-Study tensor. Analyzing a minimal model of a
spin weakly coupled to a heat bath, we find that dissipation is controlled by the quantum metric and
a “quality factor” characterizing the spin’s precession. Utilizing these findings, we establish lower
bounds on the heating rate in two-tone protocols, such as those employed in topological frequency
converters. Notably, these bounds are determined by the topology of the protocol, independent of
its microscopic details. Our results bridge topological phenomena and energy dissipation in slowly
driven quantum systems, providing a design principle for optimal driving protocols.

Heating is a ubiquitous non-equilibrium phenomenon
that influences a broad range of systems, including quan-
tum computation platforms, semiconductor devices, and
mesoscopic setups. In closed, driven quantum many-
body systems, heating manifests through the growth of
entanglement entropy, resulting in volume-law entangled
states that are akin to infinite temperature states in
equilibrium [1–3]. Typically lacking distinctive features,
these states are generally considered undesirable.

Heating can be suppressed in systems possessing a
macroscopic number of local integrals of motion, such
as in the many-body localized phase [4–9], or prepared
in a dynamically obstructed state characterized by quan-
tum many-body scar [10–13]. On the other hand, certain
types of drives can give rise to long-lived quasi-steady
states, both in high and low frequency regimes [14–19].
In the quasi-adiabatic regime, heating occurs due to di-
abatic corrections [20, 21] which can be mitigated by in-
corporating counter-diabatic terms that counteract exci-
tations [22–24] and through drive-engineering techniques
known as shortcuts to adiabaticity [25, 26].

A di↵erent approach consists of coupling the system to
a low-temperature heat bath, maintaining the system in
a low-entropy steady state. Such steady states can have
exotic features with no equilibrium analogues [27–34]. To
stabilize a low-entropy steady state, the bath must be ca-
pable of continuously absorbing the heat generated by the
drive. Therefore, controlling heat production is crucial to
maintain its constant flow. In this work, our primary ob-
jective is to evaluate the steady-state energy flow from a
slowly-driven system to the heat bath.

In the quasi-adiabatic regime, time evolution is gov-
erned by the quantum geometry of the wavefunction [35–
44]. The corresponding heating rate can be found by eval-
uating an action along a trajectory in parameter space
controlled by the “dissipation metric” [43, 45–49]. Here,
we establish a connection between the dissipation metric
and the quantum metric [50]. We then exploit inequality
relations between the quantum metric and Berry curva-

FIG. 1. The setup. A spin driven by two fields ↵1(t)
and ↵2(t), slowly oscillating with frequencies !1 and !2, and
weakly-coupled to a heat bath (represented by the blue halo).
The black and red curves denote the trajectories of the Bloch-
sphere vector d̂(t) representing the instantaneous Hamilto-
nian and the steady-state vector Sst(t) of the spin. The in-
stantaneous coordinate system consists of d̂, its normalized

time derivative f̂ = ˙̂d/| ˙̂d| and ê = f̂ ⇥ d̂. To leading order,
nonadiabatic corrections to the dynamics create an o↵set of
the spin in the ê direction which gives rise to energy pumping
between ↵1 and ↵2 with rate Wc. The lag between the spin
vector and the Hamiltonian (along the f̂ direction) induced
by the heat bath leads to energy dissipation with rate Wd.

ture [50–52] to establish a “topological” bound on heating
rates in two-tone protocols [53]. While heating is a↵ected
by the details of the driving protocol, its lower bound de-
pends only on the topological features of the protocol and
the quality factor of the system-bath coupling.
Setup.— We consider a two-level system subject to

quasi-adiabatic driving (see a generalization to N levels
in the Supplementary Material [54]), described by

H(t) = h0(t) + d(t) · �, (1)

where � = (�x,�y,�z) is a vector of Pauli matrices span-
ning the Hilbert space [55]. The Hamiltonian can be
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Two-frequency driving:  ϕ1(t) = ω1t, ϕ2(t) = ω2t

3

FIG. 2. Approaching the incommensurate limit. a.
Trajectories on the surface s = 1

2

p
�d̂, for di↵erent values of

!2/!1 = n
n+1 . b. Normalized average dissipation rate along

the “Lissajous” curve, wd = W d/W0, as a function of n. We
use the driven spin model in Eq. 14 and consider b11 = b22 =
1, b12 = b21 = 0.5, ✓ = 0, ⌧2 = 10, and three values of m

indicated in the bottom-left inset. The top-right inset shows
the deviation of the dissipation rate from its asymptotic value,
�wd = (wd(n) � wd(1))/wd(1). c. Normalized frequency
conversion rate, wc = W c/W0 as a function of n for the same
parameters as in b. The inset shows the deviation of wc from
its asymptotic value, �wc = wc(n)� wc(1).

two drives (with a = 1, 2). In this language the energy
dissipation rate is given by

W d =
!a!b

T

Z T

0
dt�gab, (8)

with the quantum metric in the space of the phases �a,
gab = Gij

@↵i

@�a

@↵j

@�b
. Similarly, the transferred power be-

tween modes 1 and 2 in the steady state can be calculated

through W12 = 1
2 (W1 �W2) ⌘

1
2

⇣
@d
@�1

�̇1 �
@d
@�2

�̇2

⌘
· Sst.

This term is anti-symmetric in indices 1, 2, and thus does
not contribute to the net energy dissipation. Using the
steady-state vector in Eq. (5), one obtains two contri-
butions, W12 = Wad + Wc where Wad = �((�̇1)2g11 �
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to each drive, and the (time-averaged) conversion power

W c =
!1!2

T

Z T

0
dt


⌧
2
2�

2

1 + ⌧
2
2�

2

�
⌦12, (9)

where ⌦12 = 1
2d ·

⇣
@�1 d̂⇥ @�2 d̂

⌘
is the Berry curvature

associated with the phases of the two drives.
Incommensurate driving.— For two harmonic fields

↵1(t) and ↵2(t) oscillating with frequencies !1 and !2,
respectively, the trajectory of Sst(t) on the Bloch sphere
is a “Lissajous” curve [66]. For a given ratio !2/!1 =
n

n+1 , the time to complete one cycle increases with n as

T = (n+ 1) 2⇡!1
, see Fig. 2a. We compute the dissipation

and frequency conversion rates using Eqs. (8) and (9);
the data are plotted in Figs. 2b,c. Both quantities rapidly

converge for n & 5 to their respective asymptotic values
(n ! 1) corresponding to incommensurate driving.
When the drive frequencies !1 and !2 are incommen-

surate, the system explores its entire phase space in the
long-time limit. The long-time averages in Eqs. (8) and
(9) can then replaced by an average over the phases
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is the corresponding Chern number, see Fig. 3a.
Bounds on dissipation and topology.— We now use

the connection between energy dissipation and the quan-
tum metric to derive lower bounds on dissipation for
topological drives. We begin with a simple scenario in
which the system and drives are in a symmetric con-
figuration [54] with g12 ⌘

v
d�1d�2g12 = 0 [67]. In

this case, the time-averaged dissipation arises only from
the diagonal components of the quantum metric, pro-
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It follows from Eq. (12) that a finite frequency conversion
rate (|C| > 0), implies a minimum dissipation rate in the
symmetric drive configuration. Further, Wgb provides a
lower bound on dissipation for topologically-trivial pro-
tocols, with C = 0, yet with a finite Berry curvature.
In the general case, when the configuration is not

symmetric, the bound is more subtle because the termv
g12d�1d�2, encoding cross-correlations of the drives,

can be negative. Then, a bound on dissipation reads [54],
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ness of the mapping d(�).
Numerical simulation.— As an application of our re-

sults, we consider the classical problem of a spin cou-
pled to two elliptically-polarized magnetic fields [53],
B1(t) = (0, b11 sin!1t, b12 cos!1t) and B2(t) =
(0, b21 sin!2t, b22 cos!2t). The Hamiltonian reads

H(t) = m(✓,') · � +B(t) · �, (14)
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FIG. 2. Approaching the incommensurate limit. a.
Trajectories on the surface s = 1

2

p
�d̂, for di↵erent values of

!2/!1 = n
n+1 . b. Normalized average dissipation rate along

the “Lissajous” curve, wd = W d/W0, as a function of n. We
use the driven spin model in Eq. 14 and consider b11 = b22 =
1, b12 = b21 = 0.5, ✓ = 0, ⌧2 = 10, and three values of m

indicated in the bottom-left inset. The top-right inset shows
the deviation of the dissipation rate from its asymptotic value,
�wd = (wd(n) � wd(1))/wd(1). c. Normalized frequency
conversion rate, wc = W c/W0 as a function of n for the same
parameters as in b. The inset shows the deviation of wc from
its asymptotic value, �wc = wc(n)� wc(1).
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