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- A suitably normalized limit

$$
\begin{equation*}
d_{\lambda}^{-1}\left(X_{\lambda}(\phi)-\mathrm{E} X_{\lambda}(\phi)\right) \quad \xrightarrow{\mathrm{d}} \quad V(\phi), \quad \lambda \rightarrow \infty \tag{2}
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is a RF $V(\phi)$ indexed by $\phi \in \Phi$ is called the (isotropic) scaling limit of $X$

- The above approach is common in the theory of generalized RFs

Gel'fand, I.M., Vilenkin, N.Ya. (1964) Generalized Functions - Vol.4: Applications of Harmonic Analysis Dobrushin, R.L. (1980) Automodel generalized random fields and their renormgroup. In: R.L. Dobrushin and Ya.G. Sinai (Eds.), Multicomponent Random Systems
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- The limit distribution of empirical mean in (3) may be difficult if $A$ has irregular boundary ('edge effects')
Lahiri, S.N. and Robinson, P.M. (2016) Central limit theorems for long range dependent spatial linear processes.
Bernoulli 22, 345-375
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## 2. Random grain (RG) model

## 2. Random grain (RG) model

- $\Xi^{0}=\{\|\boldsymbol{t}\| \leq 1\}$ unit ball: random ball model


## 2. Random grain (RG) model

- $\Xi^{0}=\{\|\boldsymbol{t}\| \leq 1\}$ unit ball: random ball model
- Trajectories of RG model very different from Gaussian:



Isotropically scaled random ball model, $\gamma=1, \alpha=3 / 2$. Left: $\lambda=5$, right: $\lambda=10$

## 2. Random grain (RG) model

## 2. Random grain (RG) model



Same anisotropically $(\gamma=3)$ scaled random ball model. Left: $\lambda=5$, right: $\lambda=10$

## 2. Random grain (RG) model



Same anisotropically $(\gamma=3)$ scaled random ball model. Left: $\lambda=5$, right: $\lambda=10$

- Isotropic scaling with aggregation of RG model was discussed in important works:
[KLNS] Kaj, I., Leskelä, L., Norros, I. \& Schmidt, V. (2007) Scaling limits for random fields with long-range dependence. Ann. Probab. 35
[BEK] Biermé, H., Estrade, A. \& Kaj, I. (2010) Self-similar random fields and rescaled random balls models. J.
Theoret. Probab. 23


## 2. Random grain (RG) model



Same anisotropically $(\gamma=3)$ scaled random ball model. Left: $\lambda=5$, right: $\lambda=10$

- Isotropic scaling with aggregation of RG model was discussed in important works:
[KLNS] Kaj, I., Leskelä, L., Norros, I. \& Schmidt, V. (2007) Scaling limits for random fields with long-range dependence. Ann. Probab. 35
[BEK] Biermé, H., Estrade, A. \& Kaj, I. (2010) Self-similar random fields and rescaled random balls models. J.
Theoret. Probab. 23
- Anisotropic scaling without aggregation of RG model $(d=2)$ :

Pilipauskaite, V. \& S.D. (2016) Anisotropic scaling of random grain model with application to network traffic. J. Appl.
Probab. 53

## 2. Random grain (RG) model



Same anisotropically $(\gamma=3)$ scaled random ball model. Left: $\lambda=5$, right: $\lambda=10$

- Isotropic scaling with aggregation of RG model was discussed in important works:
[KLNS] Kaj, I., Leskelä, L., Norros, I. \& Schmidt, V. (2007) Scaling limits for random fields with long-range dependence. Ann. Probab. 35
[BEK] Biermé, H., Estrade, A. \& Kaj, I. (2010) Self-similar random fields and rescaled random balls models. J.
Theoret. Probab. 23
- Anisotropic scaling without aggregation of RG model $(d=2)$ :

Pilipauskaite, V. \& S.D. (2016) Anisotropic scaling of random grain model with application to network traffic. J. Appl.
Probab. 53

## 2. Random grain (RG) model

## 2. Random grain (RG) model

Covariance $r_{X}(\boldsymbol{t})=\operatorname{Cov}(X(\mathbf{0}), X(\boldsymbol{t}))$ of RG model writes as

$$
r x(\boldsymbol{t})=\int_{0}^{\infty} L e b_{d}\left(\bar{\Xi}^{0} \cap\left(\bar{\Xi}^{0}-r^{-1 / d} \boldsymbol{t}\right)\right) r F(\mathrm{~d} r) .
$$

Well-known: RG is LRD [ $=$ nonintegrable covariance] if $P(R>r)=F(r, \infty)$ varies regularly at $\infty$ with exponent $\alpha \in(1,2)$.

## 2. Random grain (RG) model

Covariance $r_{X}(\boldsymbol{t})=\operatorname{Cov}(X(\mathbf{0}), X(\boldsymbol{t}))$ of RG model writes as

$$
r x(\boldsymbol{t})=\int_{0}^{\infty} L e b_{d}\left(\bar{\Xi}^{0} \cap\left(\bar{\Xi}^{0}-r^{-1 / d} \boldsymbol{t}\right)\right) r F(\mathrm{~d} r) .
$$

Well-known: RG is LRD [= nonintegrable covariance] if $P(R>r)=F(r, \infty)$ varies regularly at $\infty$ with exponent $\alpha \in(1,2)$.
Assumption LRD $\Xi^{0} \subset \mathbb{R}^{d}$ is a bounded Borel set whereas $F(\mathrm{~d} r)=f(r) \mathrm{d} r$ has density function s.t.

$$
\begin{equation*}
f(r) \sim c_{f} r^{-1-\alpha}, \quad r \rightarrow \infty \quad\left(\exists c_{f}>0, \quad \alpha \in(1,2)\right) . \tag{10}
\end{equation*}
$$

Moreover, $(r, z) \mapsto \operatorname{Leb}_{d}\left(\bar{\Xi}^{0} \cap\left(\bar{\Xi}^{0}-r^{-1 / d} \boldsymbol{z}\right)\right)$ is continuous on $(r, z) \in \mathbb{R}_{+} \times\{\|z\|=1\}$.

- mild regularity of boundary $\partial \Xi^{0}$


## 2. Random grain (RG) model

Covariance $r_{X}(\boldsymbol{t})=\operatorname{Cov}(X(\mathbf{0}), X(\boldsymbol{t}))$ of RG model writes as

$$
r x(\boldsymbol{t})=\int_{0}^{\infty} \operatorname{Leb}_{d}\left(\bar{\Xi}^{0} \cap\left(\bar{\Xi}^{0}-r^{-1 / d} \boldsymbol{t}\right)\right) r F(\mathrm{~d} r) .
$$

Well-known: RG is LRD [= nonintegrable covariance] if $P(R>r)=F(r, \infty)$ varies regularly at $\infty$ with exponent $\alpha \in(1,2)$.
Assumption LRD $\Xi^{0} \subset \mathbb{R}^{d}$ is a bounded Borel set whereas $F(\mathrm{~d} r)=f(r) \mathrm{d} r$ has density function s.t.

$$
\begin{equation*}
f(r) \sim c_{f} r^{-1-\alpha}, \quad r \rightarrow \infty \quad\left(\exists c_{f}>0, \quad \alpha \in(1,2)\right) \tag{10}
\end{equation*}
$$

Moreover, $(r, z) \mapsto \operatorname{Leb}_{d}\left(\Xi^{0} \cap\left(\Xi^{0}-r^{-1 / d} z\right)\right)$ is continuous on $(r, z) \in \mathbb{R}_{+} \times\{\|z\|=1\}$.

- mild regularity of boundary $\partial \Xi^{0}$
- Under Assumption LRD

$$
\begin{equation*}
r_{X}(\boldsymbol{t}) \sim\|\boldsymbol{t}\|^{-d(\alpha-1)} \ell\left(\frac{\boldsymbol{t}}{\|\boldsymbol{t}\|}\right), \quad|\boldsymbol{t}| \rightarrow \infty, \quad 1<\alpha<2 \tag{11}
\end{equation*}
$$

where $\ell(z),\|z\|=1$ is a bdd cont. (angular) function

$$
\ell(z):=c_{f} \int_{0}^{\infty} L e b_{d}\left(\bar{\Xi}^{0} \cap\left(\bar{\Xi}^{0}-r^{-1 / d} z\right)\right) r^{-\alpha} \mathrm{d} r .
$$

## 2. Random grain (RG) model

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{E} X(\boldsymbol{t})<\infty$ and existence of $X$


## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{E} X(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \Xi^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $\mathrm{M} / \mathrm{G} / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{EX}(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \bar{\Xi}^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $\mathrm{M} / \mathrm{G} / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

counting the number of customers at time $t$ at a queueing system with standard Poisson arrivals $u_{j}$, service times $R_{j}$ and infinite waiting room,

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{EX}(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \bar{\Xi}^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $\mathrm{M} / \mathrm{G} / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

counting the number of customers at time $t$ at a queueing system with standard Poisson arrivals $u_{j}$, service times $R_{j}$ and infinite waiting room, also called the infinite source Poisson model.

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{EX}(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \bar{\Xi}^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $\mathrm{M} / \mathrm{G} / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

counting the number of customers at time $t$ at a queueing system with standard Poisson arrivals $u_{j}$, service times $R_{j}$ and infinite waiting room, also called the infinite source Poisson model.
Then $r_{X}(t)=\int_{t}^{\infty} \mathrm{P}(R>r) \mathrm{d} r=O\left(t^{-(\alpha-1)}\right)$ is LRD for $\alpha \in(1,2)$

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{EX}(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \bar{\Xi}^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $\mathrm{M} / \mathrm{G} / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

counting the number of customers at time $t$ at a queueing system with standard Poisson arrivals $u_{j}$, service times $R_{j}$ and infinite waiting room, also called the infinite source Poisson model.
Then $r_{X}(t)=\int_{t}^{\infty} \mathrm{P}(R>r) \mathrm{d} r=O\left(t^{-(\alpha-1)}\right)$ is LRD for $\alpha \in(1,2)$

- (11) implies the asymptotics of the variance of $X_{\lambda}(\phi)=\int_{\mathbb{R}^{d}} X(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ : for any $\phi \in \Phi=L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\operatorname{Var}\left(X_{\lambda}(\phi)\right) \sim \lambda^{d(3-\alpha)} c(\phi), \quad \lambda \rightarrow \infty \tag{12}
\end{equation*}
$$

## 2. Random grain (RG) model

- LRD property holds for $1<\alpha<2$ and does not hold for $\alpha>2, \alpha>1$ necessary for $\mathrm{EX}(\boldsymbol{t})<\infty$ and existence of $X$
- For $d=1, \bar{\Xi}^{0}=[0,1], X=\{X(t) ; t \in \mathbb{R}\}$ is stationary $M / G / \infty$ queue:

$$
X(t)=\sum_{u_{j} \leq t} \mathbb{I}\left(t-u_{j} \leq R_{j}\right)
$$

counting the number of customers at time $t$ at a queueing system with standard Poisson arrivals $u_{j}$, service times $R_{j}$ and infinite waiting room, also called the infinite source Poisson model.
Then $r_{X}(t)=\int_{t}^{\infty} \mathrm{P}(R>r) \mathrm{d} r=O\left(t^{-(\alpha-1)}\right)$ is LRD for $\alpha \in(1,2)$

- (11) implies the asymptotics of the variance of $X_{\lambda}(\phi)=\int_{\mathbb{R}^{d}} X(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ : for any $\phi \in \Phi=L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\operatorname{Var}\left(X_{\lambda}(\phi)\right) \sim \lambda^{d(3-\alpha)} c(\phi), \quad \lambda \rightarrow \infty \tag{12}
\end{equation*}
$$

where

$$
c(\phi):=\int_{\mathbb{R}^{2 d}} \phi\left(\boldsymbol{t}_{1}\right) \phi\left(\boldsymbol{t}_{2}\right) \ell\left(\frac{\boldsymbol{t}_{1}-\boldsymbol{t}_{2}}{\left\|\boldsymbol{t}_{1}-\boldsymbol{t}_{2}\right\|}\right) \frac{\mathrm{d} \boldsymbol{t}_{1} \mathrm{~d} \boldsymbol{t}_{2}}{\left\|\boldsymbol{t}_{1}-\boldsymbol{t}_{2}\right\|^{d(\alpha-1)}}
$$

## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

## 2. Random grain (RG) model $([$ KLNS $]=$ Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models.


## 2. Random grain (RG) model $([$ KLNS $]=$ Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $E \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=\operatorname{Md} \boldsymbol{u} F(\mathrm{~d} r)$

## 2. Random grain (RG) model $([$ KLNS $]=$ Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \exists^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $E \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=M \mathrm{~d} \boldsymbol{u} F(\mathrm{~d} r)$

- For Poisson based models, aggregation amounts to multiplication of intensity


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $\mathrm{E} \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=M \mathrm{~d} \boldsymbol{u} F(\mathrm{~d} r)$

- For Poisson based models, aggregation amounts to multiplication of intensity
- [KLNS] discuss scaling limit of $X_{\lambda, M}(\phi)$ indexed by signed (Riesz) measures $\phi$.


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $\mathrm{E} \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=M \mathrm{~d} \boldsymbol{u} F(\mathrm{~d} r)$

- For Poisson based models, aggregation amounts to multiplication of intensity
- [KLNS] discuss scaling limit of $X_{\lambda, M}(\phi)$ indexed by signed (Riesz) measures $\phi$. In this talk:

$$
\phi \in \Phi=L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)
$$

## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $\mathrm{E} \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=M \mathrm{~d} \boldsymbol{u} F(\mathrm{~d} r)$

- For Poisson based models, aggregation amounts to multiplication of intensity
- [KLNS] discuss scaling limit of $X_{\lambda, M}(\phi)$ indexed by signed (Riesz) measures $\phi$. In this talk:

$$
\phi \in \Phi=L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)
$$

- What happens when $M \rightarrow \infty$ together with $\lambda \rightarrow \infty$ ?


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

- Scaling limits with aggregation for sums $X_{\lambda, M}(\phi):=\sum_{j=1}^{M} \int_{\mathbb{R}^{d}} X_{j}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}$ of independent RG models. These can be identified as integral

$$
\begin{gathered}
X_{\lambda, M}(\phi)=\int_{\mathbb{R}^{d}} X_{M}(\boldsymbol{t}) \phi(\boldsymbol{t} / \lambda) \mathrm{d} \boldsymbol{t}, \quad \text { where } \\
X_{M}(\boldsymbol{t})=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)
\end{gathered}
$$

w.r.t. Poisson measure with $E \mathcal{N}_{M}(\mathrm{~d} \boldsymbol{u}, \mathrm{~d} r)=M \mathrm{~d} \boldsymbol{u} F(\mathrm{~d} r)$

- For Poisson based models, aggregation amounts to multiplication of intensity
- [KLNS] discuss scaling limit of $X_{\lambda, M}(\phi)$ indexed by signed (Riesz) measures $\phi$. In this talk:

$$
\phi \in \Phi=L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right) .
$$

- What happens when $M \rightarrow \infty$ together with $\lambda \rightarrow \infty$ ? For fixed $\boldsymbol{t} \in \mathbb{R}^{d}$ clearly $\left(X_{M}(\boldsymbol{t})-\mathrm{E} X_{M}(\boldsymbol{t})\right) / M^{1 / 2} \xrightarrow{\mathrm{~d}} N(0, \mu)(M \rightarrow \infty)$ with $\mu=\mathrm{E} X(\boldsymbol{t})=\operatorname{Var}(X(\boldsymbol{t}))$ by CLT


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

## 2. Random grain (RG) model $([K L N S]=$ Kaj et al (2007))

## Theorem (1)

Let Assumption LRD hold, $M=\lambda^{\gamma}(\gamma>0)$. Then for any $\phi \in \Phi$

$$
\lambda^{-H(\gamma)}\left(X_{\lambda, M}(\phi)-\mathrm{E} X_{\lambda, M}(\phi)\right) \quad \xrightarrow{\mathrm{d}} \quad \begin{cases}B_{\alpha}(\phi), & \gamma>d(\alpha-1), H(\gamma)=\frac{\gamma+(3-\alpha) d}{2}, \\ L_{\alpha}(\phi), & \gamma<d(\alpha-1), H(\gamma)=\frac{\gamma+d}{\alpha}, \\ J_{\alpha}(\phi), & \gamma=d(\alpha-1), H(\gamma)=d .\end{cases}
$$

- Thm essentially due to [KLNS]


## 2. Random grain (RG) model $([K L N S]=$ Kaj et al (2007))

## Theorem (1)

Let Assumption LRD hold, $M=\lambda^{\gamma}(\gamma>0)$. Then for any $\phi \in \Phi$

$$
\lambda^{-H(\gamma)}\left(X_{\lambda, M}(\phi)-\mathrm{E} X_{\lambda, M}(\phi)\right) \quad \xrightarrow{\mathrm{d}} \quad \begin{cases}B_{\alpha}(\phi), & \gamma>d(\alpha-1), H(\gamma)=\frac{\gamma+(3-\alpha) d}{2}, \\ L_{\alpha}(\phi), & \gamma<d(\alpha-1), H(\gamma)=\frac{\gamma+d}{\alpha}, \\ J_{\alpha}(\phi), & \gamma=d(\alpha-1), H(\gamma)=d .\end{cases}
$$

- Thm essentially due to [KLNS]
- $B_{\alpha}(\phi)$ : Gaussian $R F$ with $\operatorname{Var}\left(B_{\lambda}(\phi)\right)=c(\phi)$ in (12).


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

## Theorem (1)

Let Assumption LRD hold, $M=\lambda^{\gamma}(\gamma>0)$. Then for any $\phi \in \Phi$

$$
\lambda^{-H(\gamma)}\left(X_{\lambda, M}(\phi)-\mathrm{E} X_{\lambda, M}(\phi)\right) \quad \stackrel{\mathrm{d}}{\longrightarrow} \begin{cases}B_{\alpha}(\phi), & \gamma>d(\alpha-1), H(\gamma)=\frac{\gamma+(3-\alpha) d}{2} \\ L_{\alpha}(\phi), & \gamma<d(\alpha-1), H(\gamma)=\frac{\gamma+d}{\alpha} \\ J_{\alpha}(\phi), & \gamma=d(\alpha-1), H(\gamma)=d\end{cases}
$$

- Thm essentially due to [KLNS]
- $B_{\alpha}(\phi)$ : Gaussian RF with $\operatorname{Var}\left(B_{\lambda}(\phi)\right)=c(\phi)$ in (12). It is represented as integral $B_{\alpha}(\phi)=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r) \int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathrm{d} \boldsymbol{t}$ w.r.t. Gaussian noise with $\mathrm{E} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r)^{2}=c_{f} r^{-1-\alpha} \mathrm{d} r \mathrm{~d} \boldsymbol{u}$


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

## Theorem (1)

Let Assumption LRD hold, $M=\lambda^{\gamma}(\gamma>0)$. Then for any $\phi \in \Phi$

$$
\lambda^{-H(\gamma)}\left(X_{\lambda, M}(\phi)-\mathrm{E} X_{\lambda, M}(\phi)\right) \quad \stackrel{\mathrm{d}}{\longrightarrow} \begin{cases}B_{\alpha}(\phi), & \gamma>d(\alpha-1), H(\gamma)=\frac{\gamma+(3-\alpha) d}{2} \\ L_{\alpha}(\phi), & \gamma<d(\alpha-1), H(\gamma)=\frac{\gamma+d}{\alpha} \\ J_{\alpha}(\phi), & \gamma=d(\alpha-1), H(\gamma)=d\end{cases}
$$

- Thm essentially due to [KLNS]
- $B_{\alpha}(\phi)$ : Gaussian RF with $\operatorname{Var}\left(B_{\lambda}(\phi)\right)=c(\phi)$ in (12). It is represented as integral $B_{\alpha}(\phi)=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r) \int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathrm{d} \boldsymbol{t}$ w.r.t. Gaussian noise with $\mathrm{E} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r)^{2}=c_{f} r^{-1-\alpha} \mathrm{d} r \mathrm{~d} \boldsymbol{u}$
- $L_{\alpha}(\phi): \alpha$-stable RF written as stochastic integral $L_{\alpha}(\phi)=\int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) L_{\alpha}(\mathrm{d} \boldsymbol{t})$ w.r.t. $\alpha$-stable random measure $L_{\alpha}$


## 2. Random grain (RG) model ([KLNS] = Kaj et al (2007))

## Theorem (1)

Let Assumption LRD hold, $M=\lambda^{\gamma}(\gamma>0)$. Then for any $\phi \in \Phi$

$$
\lambda^{-H(\gamma)}\left(X_{\lambda, M}(\phi)-\mathrm{E} X_{\lambda, M}(\phi)\right) \quad \stackrel{\mathrm{d}}{\longrightarrow} \begin{cases}B_{\alpha}(\phi), & \gamma>d(\alpha-1), H(\gamma)=\frac{\gamma+(3-\alpha) d}{2} \\ L_{\alpha}(\phi), & \gamma<d(\alpha-1), H(\gamma)=\frac{\gamma+d}{\alpha} \\ J_{\alpha}(\phi), & \gamma=d(\alpha-1), H(\gamma)=d\end{cases}
$$

- Thm essentially due to [KLNS]
- $B_{\alpha}(\phi)$ : Gaussian RF with $\operatorname{Var}\left(B_{\lambda}(\phi)\right)=c(\phi)$ in (12). It is represented as integral $B_{\alpha}(\phi)=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r) \int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \Xi^{0}\right) \mathrm{d} \boldsymbol{t}$ w.r.t. Gaussian noise with $\mathrm{E} W_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r)^{2}=c_{f} r^{-1-\alpha} \mathrm{d} r \mathrm{~d} \boldsymbol{u}$
- $L_{\alpha}(\phi)$ : $\alpha$-stable RF written as stochastic integral $L_{\alpha}(\phi)=\int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) L_{\alpha}(\mathrm{d} \boldsymbol{t})$ w.r.t. $\alpha$-stable random measure $L_{\alpha}$
- $J_{\alpha}(\phi)$ : 'intermediate Poisson' RF written as stochastic integral $J_{\alpha}(\phi)=\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}} \tilde{N}_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r) \int_{\mathbb{R}^{d}} \phi(\boldsymbol{t}) \mathbb{I}\left(\boldsymbol{t}-\boldsymbol{u} \in r^{1 / d} \bar{\Xi}^{0}\right) \mathrm{d} \boldsymbol{t}$ w.r.t. centered Poisson random measure with variance $\mathrm{E} \tilde{N}_{\alpha}(\mathrm{d} \boldsymbol{u}, \mathrm{d} r)^{2}=c_{f} r^{-1-\alpha} \mathrm{d} r \mathrm{~d} \boldsymbol{u}$ (the same as $W_{\alpha}$ )


## 2. Random grain (RG) model

## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure


## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure
- Thm obtains trichotomy of scaling limits of $X_{M}(\phi)$ at $\gamma_{0}=d(\alpha-1)$ (scaling transition)


## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure
- Thm obtains trichotomy of scaling limits of $X_{M}(\phi)$ at $\gamma_{0}=d(\alpha-1)$ (scaling transition)
- For $d=1, \Xi^{0}=[0,1]$ (infinite source Poisson model) Thm agrees with:

Mikosch, T., Resnick, S., Rootzén, H. \& Stegeman, A. (2002) Is network traffic approximated by stable Lévy motion or fractional Brownian motion? Ann. Appl. Probab. 12
Kaj, I. \& Taqqu, M.S. (2008) Convergence to fractional Brownian motion and to the Telecom process: the integral representation approach. In: M.E. Vares and V. Sidoravicius (Eds.) In and Out of Equilibrium 2. Progress in Probability, vol. 60
Leipus, R., Pilipauskaitè, V. \& S.D. (2023) Aggregation of network traffic and anisotropic scaling of random fields.
Th. Probab. Math. Statist.

## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure
- Thm obtains trichotomy of scaling limits of $X_{M}(\phi)$ at $\gamma_{0}=d(\alpha-1)$ (scaling transition)
- For $d=1, \bar{\Xi}^{0}=[0,1]$ (infinite source Poisson model) Thm agrees with:

Mikosch, T., Resnick, S., Rootzén, H. \& Stegeman, A. (2002) Is network traffic approximated by stable Lévy motion or fractional Brownian motion? Ann. Appl. Probab. 12
Kaj, I. \& Taqqu, M.S. (2008) Convergence to fractional Brownian motion and to the Telecom process: the integral representation approach. In: M.E. Vares and V. Sidoravicius (Eds.) In and Out of Equilibrium 2. Progress in Probability, vol. 60
Leipus, R., Pilipauskaitė, V. \& S.D. (2023) Aggregation of network traffic and anisotropic scaling of random fields. Th. Probab. Math. Statist.

- Rather short proof using characteristic function


## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure
- Thm obtains trichotomy of scaling limits of $X_{M}(\phi)$ at $\gamma_{0}=d(\alpha-1)$ (scaling transition)
- For $d=1, \bar{\Xi}^{0}=[0,1]$ (infinite source Poisson model) Thm agrees with:

Mikosch, T., Resnick, S., Rootzén, H. \& Stegeman, A. (2002) Is network traffic approximated by stable Lévy motion or fractional Brownian motion? Ann. Appl. Probab. 12
Kaj, I. \& Taqqu, M.S. (2008) Convergence to fractional Brownian motion and to the Telecom process: the integral representation approach. In: M.E. Vares and V. Sidoravicius (Eds.) In and Out of Equilibrium 2. Progress in Probability, vol. 60
Leipus, R., Pilipauskaitè, V. \& S.D. (2023) Aggregation of network traffic and anisotropic scaling of random fields. Th. Probab. Math. Statist.

- Rather short proof using characteristic function
- Intuitive explanation of different limits for $\gamma>\gamma_{0}$ and $\gamma<\gamma_{0}$ :


## 2. Random grain (RG) model

- Stochastic representations of $B_{\alpha}(\phi), L_{\alpha}(\phi), J_{\alpha}(\phi)$ mimic the structure of the original RG model except for a change of random measure
- Thm obtains trichotomy of scaling limits of $X_{M}(\phi)$ at $\gamma_{0}=d(\alpha-1)$ (scaling transition)
- For $d=1, \Xi^{0}=[0,1]$ (infinite source Poisson model) Thm agrees with:

Mikosch, T., Resnick, S., Rootzén, H. \& Stegeman, A. (2002) Is network traffic approximated by stable Lévy motion or fractional Brownian motion? Ann. Appl. Probab. 12
Kaj, I. \& Taqqu, M.S. (2008) Convergence to fractional Brownian motion and to the Telecom process: the integral
representation approach. In: M.E. Vares and V. Sidoravicius (Eds.) In and Out of Equilibrium 2. Progress in Probability, vol. 60
Leipus, R., Pilipauskaitè, V. \& S.D. (2023) Aggregation of network traffic and anisotropic scaling of random fields.
Th. Probab. Math. Statist.

- Rather short proof using characteristic function
- Intuitive explanation of different limits for $\gamma>\gamma_{0}$ and $\gamma<\gamma_{0}$ : For $\phi(\boldsymbol{t})=\mathbb{I}(\boldsymbol{t} \in] \mathbf{0}, \mathbf{1}]), M=\lambda^{\gamma}$

$$
\left.\left.X_{M}(\phi) \approx \sum_{j} \operatorname{Leb}_{d}\left(\left(\boldsymbol{u}_{j, M}+R_{j} \bar{\Xi}^{0}\right) \cap\right] 0, \lambda\right]^{d}\right)
$$

where $\left\{\boldsymbol{u}_{j, M}\right\}$ is Poisson process with intensity $M \mathrm{~d} \boldsymbol{u}=\lambda^{\gamma} \mathrm{d} \boldsymbol{u}$
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discussed limit distribution of sums of $n \alpha$-tailed r.v.s truncated at level $c_{n} \rightarrow \infty$

- They show that the limit distribution of such sums is Gaussian for when $c_{n} / n^{1 / \alpha} \rightarrow 0$ and $\alpha$-stable when $c_{n} / n^{1 / \alpha} \rightarrow \infty$ The boundary truncation level $c_{n}=n^{1 / \alpha}$ results in 'intermediate' infinitely divisible limit
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- Hermite rank $k_{H}(G)$ of an $G$ : the index of the first non-zero coefficient $h_{G}(k)$ in the Hermite expansion (14): $G(x)-\operatorname{E} G(Z)=\sum_{k=k_{H}(G)}^{\infty} h_{G}(k) H_{k}(x) / k$ !
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- If $G$ has Hermite rank $k_{H}(G)=1$ then (linear) Gaussian RF $\left\{G(X(\boldsymbol{t})), \boldsymbol{t} \in \mathbb{R}^{d}\right\}$ and (nonlinear) Gaussian subordinated RF $Y(\boldsymbol{t}):=G(X(\boldsymbol{t})), \boldsymbol{t} \in \mathbb{R}^{d}$ have the same $L R D$ properties and scaling limits: $Y(\boldsymbol{t})=h_{G}(1) X(\boldsymbol{t})+Y^{*}(\boldsymbol{t})$ where 'remainder' $Y^{*}(\boldsymbol{t})$ is negligible
- Dobrushin-Major-Taqqu theory treats the general case of LRD Gaussian subordinated RF $Y(\boldsymbol{t})=G(X(\boldsymbol{t})), \boldsymbol{t} \in \mathbb{R}^{d}$ of arbitrary Hermite rank $k_{H}(G) \geq 1$ (scaling limits written through Gaussian polynomial chaos or multiple Wiener-Itô integrals)


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

3. Poisson distribution, Charlier polynomials \& Mehler's formula

### 3.2. Poisson distribution \& Charlier polynomials

## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

### 3.2. Poisson distribution \& Charlier polynomials

- $N=$ Poisson r.v. with mean $\mu=\mathrm{EN}$ and distribution $p(x ; \mu)=\mathrm{e}^{-\mu \frac{\mu^{x}}{x!}}, x \in \mathbb{N}$


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

### 3.2. Poisson distribution \& Charlier polynomials

- $N=$ Poisson r.v. with mean $\mu=\mathrm{E} N$ and distribution $p(x ; \mu)=\mathrm{e}^{-\mu \frac{\mu^{x}}{x!}}, x \in \mathbb{N}$
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P_{0}(x ; \mu)=1, P_{1}(x ; \mu)=x-\mu, P_{2}(x ; \mu)=x^{2}-(2 \mu+1) x+\mu^{2},
\end{array}
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P_{0}(x ; \mu)=1, P_{1}(x ; \mu)=x-\mu, P_{2}(x ; \mu)=x^{2}-(2 \mu+1) x+\mu^{2}, \\
P_{k}(x ; \mu)=(-1)^{k} \mu^{k} p(x ; \mu)^{-1} D_{-}^{k} p(x ; \mu), \quad k \in \mathbb{N} \tag{16}
\end{array}
$$

where $D_{-}^{k}:=D_{-} D_{-}^{k-1}$ is the backward difference operator, $D_{-} G(x):=G(x)-G(x-1) \mathbb{I}(x \geq 1), D_{-}^{0} G(x)=G(x)$

- Orthogonality relations for Charlier polynomials
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\mathrm{E} P_{k}(N ; \mu)=0, \quad \mathrm{E} P_{k}(N)^{2}=k!\mu^{k}, \quad \mathrm{E} P_{k}(N ; \mu) P_{\ell}(N ; \mu)=0, \quad k \neq \ell
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follow from multiplying the series in (15) at the points $u$ and $v$ and taking the expectation of the product:
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where $D_{-}^{k}:=D_{-} D_{-}^{k-1}$ is the backward difference operator, $D_{-} G(x):=G(x)-G(x-1) \mathbb{I}(x \geq 1), D_{-}^{0} G(x)=G(x)$

- Orthogonality relations for Charlier polynomials

$$
\mathrm{E} P_{k}(N ; \mu)=0, \quad \mathrm{E} P_{k}(N)^{2}=k!\mu^{k}, \quad \mathrm{E} P_{k}(N ; \mu) P_{\ell}(N ; \mu)=0, \quad k \neq \ell
$$

follow from multiplying the series in (15) at the points $u$ and $v$ and taking the expectation of the product:
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\begin{aligned}
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and equating the coefficients of $u^{k} v^{\ell}, k, \ell \in \mathbb{N}$ of the power series.
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- Any $G=G(x), x \in \mathbb{N}$ with $E G^{2}(N)<\infty$ can be expanded in Charlier polynomials

$$
\begin{equation*}
G(x)=\sum_{k=0}^{\infty} \frac{c_{G}(k)}{k!} P_{k}(x ; \mu), \quad x \in \mathbb{N} \tag{17}
\end{equation*}
$$

where
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\begin{equation*}
c_{G}(k):=\mu^{-k} \operatorname{E} G(N) P_{k}(N ; \mu), \quad k \in \mathbb{N} \tag{18}
\end{equation*}
$$

are Charlier coefficients of $G$ in (17).
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c_{G}(k):=\mu^{-k} \operatorname{E} G(N) P_{k}(N ; \mu), \quad k \in \mathbb{N} \tag{18}
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are Charlier coefficients of $G$ in (17). Summation by parts yields
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c_{G}(k)=E D_{+}^{k} G(N), \quad k \in \mathbb{N}, \tag{19}
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where $D_{+} G(x):=G(x+1)-G(x)$ is the forward difference.
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c_{G}(k)=E D_{+}^{k} G(N), \quad k \in \mathbb{N}, \tag{19}
\end{equation*}
$$

where $D_{+} G(x):=G(x+1)-G(x)$ is the forward difference. (18) and (17) yield the bound
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\begin{equation*}
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G(x)=\sum_{k=0}^{\infty} \frac{c_{G}(k)}{k!} P_{k}(x ; \mu), \quad x \in \mathbb{N} \tag{17}
\end{equation*}
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where

$$
\begin{equation*}
c_{G}(k):=\mu^{-k} \operatorname{E} G(N) P_{k}(N ; \mu), \quad k \in \mathbb{N} \tag{18}
\end{equation*}
$$

are Charlier coefficients of $G$ in (17). Summation by parts yields

$$
\begin{equation*}
c_{G}(k)=\mathrm{E} D_{+}^{k} G(N), \quad k \in \mathbb{N} \tag{19}
\end{equation*}
$$

where $D_{+} G(x):=G(x+1)-G(x)$ is the forward difference. (18) and (17) yield the bound

$$
\begin{equation*}
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- Charlier rank $k_{C}(G)$ of $G$ : the index of the first non-zero coefficient $c_{G}(k), k \geq 1$ in the Charlier expansion (17)


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

- What is bivariate (multivariate) Poisson distribution with dependent components?


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

- What is bivariate (multivariate) Poisson distribution with dependent components? Or, when random vector $\left(N_{1}, N_{2}\right)$ taking values in $\mathbb{N}^{2}$ has joint Poisson distribution?


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

- What is bivariate (multivariate) Poisson distribution with dependent components? Or, when random vector ( $N_{1}, N_{2}$ ) taking values in $\mathbb{N}^{2}$ has joint Poisson distribution? Possible answer:
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N_{1}=M_{1}+M_{3}, \quad N_{1}=M_{+} M_{3} \tag{21}
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where $M_{i}, i=1,2,3$ are independent Poisson r.v.s with $E M_{i}=\mu_{i}$.
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- Multivariate Poisson $\left(N_{1}, \cdots, N_{p}\right) \in \mathbb{N}^{p}$ :
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N_{i}=M\left(A_{i}\right), \quad i=1, \cdots, p,
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where $M(\mathrm{~d} x)$ is Poisson random measure on measurable space $(\mathcal{X}, \mu)$ and $A_{i} \subset \mathcal{X}, \mu\left(A_{i}\right)<\infty$ are any subsets.
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- What is bivariate (multivariate) Poisson distribution with dependent components? Or, when random vector $\left(N_{1}, N_{2}\right)$ taking values in $\mathbb{N}^{2}$ has joint Poisson distribution? Possible answer:

$$
\begin{equation*}
N_{1}=M_{1}+M_{3}, \quad N_{1}=M_{+} M_{3} \tag{21}
\end{equation*}
$$

where $M_{i}, i=1,2,3$ are independent Poisson r.v.s with $\mathrm{EM} M_{i}=\mu_{i}$.

- Multivariate Poisson $\left(N_{1}, \cdots, N_{p}\right) \in \mathbb{N}^{p}$ :

$$
N_{i}=M\left(A_{i}\right), \quad i=1, \cdots, p
$$

where $M(\mathrm{~d} x)$ is Poisson random measure on measurable space $(\mathcal{X}, \mu)$ and $A_{i} \subset \mathcal{X}, \mu\left(A_{i}\right)<\infty$ are any subsets. (nonconstructive?)

Examples of random processes with multivariate Poisson distribution: random grain model, trawl process with Poisson seed:

Barndorff-Nielsen, O.E., Lunde, A., Shepard, N. \& Veraart, A.E.D. (2014) Integer-valued trawl processes: a class of stationary infinitely divisible processes. Scand. J. Statist. 41, 693-724.

Doukhan, P., Jakubowski, A., Lopes, S.R.C. \& S.D. (2019) Discrete-time trawl processes. Stoch. Proc. Appl. 129
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## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## Corollary (1)

Let $G_{i}, N_{i}, i=1,2$ be as in Lemma $1, k_{c}^{*}\left(G_{i}\right)=$ Charlier rank of $G_{i}$.

## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## Corollary (1)

Let $G_{i}, N_{i}, i=1,2$ be as in Lemma 1, $k_{C}^{*}\left(G_{i}\right)=$ Charlier rank of $G_{i}$. Then

$$
\begin{aligned}
\operatorname{Cov}\left(G_{1}\left(N_{1}\right), G_{2}\left(N_{2}\right)\right) & =\sum_{k=k_{C}^{*}\left(G_{1}\right) \vee k_{C}^{*}\left(G_{2}\right)}^{\infty} \frac{c_{G_{1}}(k) c_{G_{2}}(k)}{k!} \mu_{3}^{k} \\
& =\frac{c_{G_{1}}\left(k_{C}^{*}\right) c_{G_{2}}\left(k^{*}\right)}{k^{*}!} \mu_{3}^{k_{C}^{*}}+R\left(k_{C}^{*}\right)
\end{aligned}
$$

where $k_{C}^{*}:=k_{C}^{*}\left(G_{1}\right) \vee k_{C}^{*}\left(G_{2}\right)$ and

$$
\begin{equation*}
\left|R\left(k_{C}^{*}\right)\right| \leq \frac{\left(\mu_{3} / \mu\right)^{k_{c}^{*}+1}}{1-\left(\mu_{3} / \mu\right)} \prod_{i=1}^{2} \mathrm{E}^{1 / 2} G\left(N_{i}\right)^{2} \tag{22}
\end{equation*}
$$

## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## Corollary (1)

Let $G_{i}, N_{i}, i=1,2$ be as in Lemma 1, $k_{C}^{*}\left(G_{i}\right)=$ Charlier rank of $G_{i}$. Then

$$
\begin{aligned}
\operatorname{Cov}\left(G_{1}\left(N_{1}\right), G_{2}\left(N_{2}\right)\right) & =\sum_{k=k_{C}^{*}\left(G_{1}\right) \vee k_{C}^{*}\left(G_{2}\right)}^{\infty} \frac{c_{G_{1}}(k) c_{G_{2}}(k)}{k!} \mu_{3}^{k} \\
& =\frac{c_{G_{1}}\left(k_{C}^{*}\right) c_{G_{2}}\left(k^{*}\right)}{k^{*}!} \mu_{3}^{k_{C}^{*}}+R\left(k_{C}^{*}\right)
\end{aligned}
$$

where $k_{C}^{*}:=k_{C}^{*}\left(G_{1}\right) \vee k_{C}^{*}\left(G_{2}\right)$ and

$$
\begin{equation*}
\left|R\left(k_{C}^{*}\right)\right| \leq \frac{\left(\mu_{3} / \mu\right)^{k_{c}^{*}+1}}{1-\left(\mu_{3} / \mu\right)} \prod_{i=1}^{2} \mathrm{E}^{1 / 2} G\left(N_{i}\right)^{2} \tag{22}
\end{equation*}
$$

- $\operatorname{Cov}\left(G_{1}\left(N_{1}\right), G_{2}\left(N_{2}\right)\right)$ decays as $\mu_{3}^{k_{c}^{*}}$ when $\mu_{3} \rightarrow 0$


## 3. Poisson distribution, Charlier polynomials \& Mehler's formula

## Corollary (1)

Let $G_{i}, N_{i}, i=1,2$ be as in Lemma 1, $k_{C}^{*}\left(G_{i}\right)=$ Charlier rank of $G_{i}$. Then

$$
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where $k_{C}^{*}:=k_{C}^{*}\left(G_{1}\right) \vee k_{C}^{*}\left(G_{2}\right)$ and

$$
\begin{equation*}
\left|R\left(k_{C}^{*}\right)\right| \leq \frac{\left(\mu_{3} / \mu\right)^{k_{c}^{*}+1}}{1-\left(\mu_{3} / \mu\right)} \prod_{i=1}^{2} \mathrm{E}^{1 / 2} G\left(N_{i}\right)^{2} \tag{22}
\end{equation*}
$$

- $\operatorname{Cov}\left(G_{1}\left(N_{1}\right), G_{2}\left(N_{2}\right)\right)$ decays as $\mu_{3}^{k_{C}^{*}}$ when $\mu_{3} \rightarrow 0$
- remainder $R\left(k_{C}^{*}\right)=O\left(\mu_{3}^{k_{c}^{*}+1}\right)$
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- Hopf-Cole substitution:

$$
\vec{v}(t, \boldsymbol{x})=-\kappa \nabla \log u(t, \boldsymbol{x})=-\frac{\kappa \nabla u(t, \boldsymbol{X})}{u(t, \boldsymbol{X})}
$$

with scalar-valued $u(t, \boldsymbol{x})$ satisfying heat equation
$\partial u(t, \boldsymbol{x}) / \partial t=\frac{1}{2} \kappa \Delta u(t, \boldsymbol{x})$
with the exponential initial condition $u(0+, \boldsymbol{x})=\exp \{\xi(\boldsymbol{x}) / \kappa\}, \boldsymbol{x} \in \mathbb{R}^{d}$.
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- integrals in numerator and denominator resemble $Y_{\lambda}(\phi)=\int_{\mathbb{R}^{d}} G(\xi(\boldsymbol{y})) \phi(\boldsymbol{y} / \lambda) \mathrm{d} \boldsymbol{y}$ with $G(x)=\mathrm{e}^{x / \kappa}, \phi(\boldsymbol{y})=\nabla g(t, \boldsymbol{x}, \boldsymbol{y})$ and $\phi(\boldsymbol{y})=g(t, \boldsymbol{x}, \boldsymbol{y})$
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- For $\kappa>0$ fixed the limit distribution of $\vec{v}_{\lambda}(t, \boldsymbol{x})$ was studied for several models of initial $\operatorname{RF} \xi=\left\{\xi(\boldsymbol{y}), \boldsymbol{y} \in \mathbb{R}^{d}\right\}$ with short and long range dependence [Gaussian, Gaussian subordinated, shot-noise, Cox]
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- The meaning of intial condition $\vec{v}(0+, \boldsymbol{x})=-\nabla \xi_{M}(\boldsymbol{x})$ ignored
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2. $\vec{v}_{\lambda}(t, \boldsymbol{x})$ be as in (23) with $\xi(\boldsymbol{y})=X(\boldsymbol{y})$ given in (8) $(M=1)$. Then, as $\lambda \rightarrow \infty$
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\begin{equation*}
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where $L_{\alpha}$ is $\alpha$-stable RF as in part 1 .
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(3) Cox RG model: Poisson grains with random intensity
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