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The G-BSDE

Yt = ξ +
Z T

t
g (s,Ys ,Zs ) d hBis �

Z T

t
ZsdBs � (KT �Kt ) , (1)

where g (t,ω, y , z) : [0,T ]�ΩT �R2 ! R.
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Lipschitz case
Lipschitz assumptions (Hu et al 2012):

(H1) There exists a constant β > 1 such that

8 y , z , g(., ., y , z) 2 Mβ
G (0,T );

(H2) There exists a constant L > 0 such that, for all y , z , y 0, z 0 we have :��g(t,ω, y , z)� g(t,ω, y 0, z 0)�� � L �jy � y 0j+ jz � z 0j� .
De�nition

[Hu et al 2012] Let ξ 2 Lβ
G (ΩT ) and g satisfy (H1) and (H2) for some

β > 1. A triple of processes (Y ,Z ,K ) is a solution of the Lipschitz
G -BSDE (1) if for some 1 < α � β the following properties hold:
(a) Y 2 Sα

G (0,T ), Z 2 Hα
G (0,T ), K is a decreasing G -martingale

satisfying: K0 = 0 and KT 2 Lα
G (ΩT );

(b) Yt = ξ +
R T
t g(s,Ys ,Zs )d hBis �

R T
s ZsdBs � (KT �Kt ).
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Lipschitz case
Existance and uniqueness

Theorem

[Hu et al 2012] Suppose that ξ 2 Lβ
G (ΩT ) for β > 1 and g satisfy (H1)

and (H2). Then the G-BSDE (1) has a unique solution (Y ,Z ,K ) such
as, for all 1 < α < β, Y 2 Sα

G (0,T ), Z 2 Hα
G (0,T ), K is a decreasing

G-martingale satisfying K0 = 0 and KT 2 Lα
G (ΩT ).
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Lipschitz case
Some etimations in the Lipschitz case

As in the classical framework, one can obtain an upper bound for the
process Y and Z solution of the G -BSDE (1), where the generator g is
Lipschitz and the terminal condition ξ is bounded. To this end, we assume
that the generator g satis�es the following Lipschitz condition.
(H0) There exists a constant L0 > 0 such that, for each (t,ω) :

jg(t,ω, 0, 0)j+ jξj � L0, q.s.;

(Hlip) There are two constants Ly > 0 and Lz > 0 such that for all
t 2 [0,T ] , y , y 0, z , z 0 2 R:��g (t, y , z)� g �t, y 0, z 0��� � Ly ��y � y 0��+ Lz ��z � z 0�� .
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Lipschitz case
Some etimations in the Lipschitz case

Lemma
If (H0), (H1) and (Hlip) hold, then the unique solution (Y ,Z ,K ) of the
Lipschitz G-BSDE (1) satis�es the following properties:

1 Y 2 S∞
G (0,T ) and kY kS∞

G (0,T )
admits an upper bound which is not

dependent of Lz :

kY kS α
G (0,T )

� e σ̄2LyT L0
�
1+ σ̄2T

�
.

2 If ξ1 and ξ2 are two terminal conditions of this G-BSDE, we have for
all t 2 [0,T ]: ��Y 1t � Y 2t �� � e σ̄2LyT jξ1 � ξ2j ,
where for i = 1, 2, Y i is the solution of the equation with terminal
condition ξ i .
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Lipschitz case
Some etimations in the Lipschitz case

Lemma
Under the assumptions (H0), (H1) and (Hlip), if ξ 2 Lip (ΩT ), then
Z 2 M∞

G and kZkM∞
G
admits an upper bound which is not dependent of

Lz :
kZkM∞

G
� Ce σ̄2LyT .

For the proof we follow the proof of Theorem 4.1 in [Hu et al 2012] for
the existence of the solution in the Lipschitz case. At each step we only
show that the process Z is bounded under our assumptions.
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Quadratic assumptions

(H1�) g(�, �, y , z) 2 M2
G ([0,T ]) for any y , z ;

(Hq) for each (t,ω), g is Lipschitz in y , and with quadratic growth in z :
e.g. there exist some constants Ly > 0 and Lq > 0 such that��g(t,ω, y , z)� g(t,ω, y 0, z 0)�� � Ly jy � y 0j+ Lq(1+ jz j+ jz 0j)jz � z 0j.
De�nition
Let ξ and g satisfy (H0), (H1�) and (Hq). A triple of processes (Y ,Z ,K )
is a solution of the quadratic G -BSDE (1) if the following properties are
satis�ed:
(a) Y 2 S∞

G (0,T ), Z 2 H2G (0,T ), K is a decreasing G -martingale
satisfying: K0 = 0 and for any p > 1, KT 2 LpG (ΩT );

(b) Yt = ξ +
R T
t g(s,Ys ,Zs )d hBis �

R T
s ZsdBs � (KT �Kt ).
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Estimations
Estimates of Z and K

Proposition
Suppose that (H0), (H1�) and (Hq) hold. Suppose that

Yt = ξ +
Z T

t
g(s,Ys ,Zs )d hBis �

Z T

t
ZsdBs � (KT �Kt ) ,

where Y 2 S∞(0,T ), Z 2 H2(0,T ), K is a decreasing process such that
K0 = 0 and KT 2 Lp(ΩT ), for all p � 1. Then, the process�R t

0 ZsdBs
�
0�t�T

is a G-BMO martingale and there exist some constants

α and C which depend only on p, T , L0, Ly , Lq , σ2 such that:



Z �

0
ZsdBs





2
BMO

� CeαLqkY k∞ ,

E[jKT jp ] � C
�
1+ kY kp∞ + kZk

p
BMO + kZk

2p
BMO

�
.
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Estimations
Estimates of Z and K : Proof.

For P 2 P1, a set that represent the G -expectation E, and τ 2 T T0 , the
set of stopping times with values in [0,T ]. By applying Itô�s formula to
eλLqYt under the probability P 2 P1, we get:

EP
τ

�Z T

τ
jZs j2 ds

�
� CeαLqkY k∞ .

On the other hand, we have the equality:

KT = ξ � Y0 +
Z T

0
g (s,Ys ,Zs ) d hBis �

Z T

0
ZsdBs ,

then taking the power p, by inequalities of BDG type and Young�s
inequality, we obtain

E[jKT jp ] � C
�
1+ kY kp∞ + kZk

p
BMO + kZk

2p
BMO

�
.
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Estimations
Estimate of the process Y

For all triple (Y ,Z ,K ) satisfying the quadratic G-BSDE (1), such that Z
is a G�BMO martingale generator and the process K is a decreasing
G -martingale such that for all p > 1, Kt 2 LpG (Ωt ), the process Y is quasi
surely bounded and we have an explicit upper bound of the S∞

G (0,T )
norm.

Proposition

Suppose that assumptions (H0), (H1�) and (Hq) hold and (Y ,Z ,K ) a
solution of the quadratic G-BSDE (1). Then Y 2 S∞

G (0,T ) and we have:

kY kS∞
G (0,T )

� e σ̄2LyT L0
�
1+ σ̄2T

�
.
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Estimations
Estimate of the process Y

The proof is based on the argument of linearization and G -BMO property
of the process Z . The quadratic G -BSDE (1) can be rewritten in the
linear form:

Yt = ξ +
Z T

t
(gs +mε

s + a
ε
sYs + b

ε
sZs ) d hBis �

Z T

t
ZsdBs � (KT �Kt ),

where for each given ε > 0, we choose a Lipschitz function l such that
1[�ε,ε] (x) � l (x) � 1[�2ε,2ε] (x) and the process a

ε, bε, mε and (gs )s2[0,T ]
are respectively de�ned by:

aε
s = (1� l (Ys ))

g (s,Ys ,Zs )� g (s, 0,Zs )
Ys

1fYs 6=0g

bε
s = (1� l (jZs j))

g (s, 0,Zs )� g (s, 0, 0)
jZs j2

Zs1fZs 6=0g,

mε
s = l (Ys ) [g (s,Ys ,Zs )� g (s, 0,Zs )] + l (Zs ) [g (s, 0,Zs )� g (s, 0, 0)] ,
gs = g (s, 0, 0)
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Uniqueness

Here we establish a stability property for the quadratic G -BSDEs, as for
the classical case, whose proof is based on the BMO properties.
We have the result of stability for the process Y and Z :

Proposition

For i = 1, 2, let
�
Y i ,Z i ,K i

�
be a solution of the G�BSDE:

Y it = ξ i +
Z T

t
g i
�
s,Y is ,Z

i
s

�
d hBis �

Z T

t
Z isdBs �

�
K iT �K it

�
,

where ξ i and g i satisfy assumptions (H0), (H1�) and (Hq). Then there
exists a positive constant C =

�
T , Ly , Lq , σ2, σ2

�
such that:



Ŷ 

∞ +E

�Z T

0

��Ẑ ��2 ds� � Ce σ̄2LyT
�

ξ̂




∞ + σ̄2 bE �Z T

t
ĝsds

��
,

where ĝs =
��g1 �s,Y 2s ,Z 2s �� g2 �s,Y 2s ,Z 2s ��� .
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Existence

From estimates of Lipschitz G -BSDE under assumption (Hlip), we �rst
show the existence of a solution to the quadratic G -BSDE when the
terminal condition ξ 2 Lip (Ω).

Theorem
Assume that assumptions (H0), (H1�) and (Hq) hold and the terminal
condition ξ 2 Lip (Ω) . Then the quadratic G-BSDE admits a unique
solution (Y ,Z ,K ) such that Z 2 M∞

G (0,T ).
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Existence

For n 2 N de�ne

gn (t, y , z) = g
�
t, y ,

jz j ^ n
jz j z

�
,

The G -BSDE

Y nt = ξ +
Z T

t
gn(s,Y ns ,Z

n
s )d hBis �

Z T

t
Z ns dBs � (K nT �K nt )

is Lipschitz with generator gn satisfying the assumptions (H0) (H1�),
(Hlip) (here Lz = Lq (1+ 2n)) and ξ 2 Lip (ΩT ) . So
Y n 2 S∞

G (0,T ), Z
n 2 M∞

G (0,T ), and for N0 � supn2N kZ nkM∞
G
, we get

that
gN0

�
s,Y N0s ,ZN0s

�
= g

�
s,Y N0s ,ZN0s

�
, q.s.,

therefore
�
Y N0 ,ZN0 ,KN0

�
, is a solution of the quadratic G-BSDE.
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Existence

Theorem
Assume that the assumptions (H0), (H1�) and (Hq) are veri�ed. Then
the quadratic G-BSDE has a unique solution (Y ,Z ,K ) such that
Y 2 S∞

G (0,T ), Z 2 H2G (0,T ), K is a decreasing G-martingale
satisfying K0 = 0 and KT 2 LpG (ΩT ) for any p � 1.
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Existence

Let (ξn)n2N be a sequence of elements of Lip (ΩT ), which converge to ξ
in L∞

G (ΩT ). For n 2 N note (Y n,Z n,K n) the solution of the quadratic
G -BSDEs with terminal condition ξn 2 Lip (ΩT ) :

Y nt = ξn +
Z T

t
g(s,Y ns ,Z

n
s )d hBis �

Z T

t
Z ns dBs � (K nT �K nt ).

For m, n 2 N, by the the proposition of stability we get:

kYm � Y nkS∞
G (0,T )

+E

�Z T

0
jZms � Z ns j2 ds

�
� Ce σ̄2LyT kξm � ξnk2L∞

G
.

Since the sequence (ξn)n2N is a Cauchy sequence under the norm k.kL∞
G
,

we get that the sequence fY ngn2N is a Cauchy sequence under the norm
k.kS∞

G
and fZ ngn2N is a Cauchy sequence under the norm k.kH 2G .
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Thanks for your attention!
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