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Restarted Truncated unrolled networks to bridge the
gap between Plug-and-Play and Unfolded Neural
Networks for image restoration
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In recent years, deep learning methods have transformed the field of image restoration, achieving significantly
higher reconstruction quality than traditional variational approaches. Many current strategies combine prin-
ciples from both variational models and neural networks, forming what are known as model-based neural
networks. Among these, two main frameworks stand out: Unfolded neural networks and Plug-and-Play
(PnP) methods.

Unfolded networks emulate the iterations of proximal algorithms (also referred to as unrolled algorithms,
e.g., unrolled forward-backward) to create task-specific end-to-end architectures, while PnP methods rely
on pretrained denoisers to solve reconstruction problems without additional training. However, automatic
differentiation in unfolded networks requires relatively shallow architectures (a small number of unrolled it-
erations) due to computational constraints, whereas PnP methods, though theoretically convergent, must be
iterated until convergence and often underperform unfolded approaches.

This work focuses on a specific training procedure for unfolded neural networks that still uses automatic
differentiation while maintaining theoretical convergence guarantees. More precisely, our analysis shows that
an unfolded neural network can be restarted to infer solutions of a variational problem with fixed parameters.
Furthermore, we introduce the ReTune (Restarted Truncated unrolled networks) procedure to estimate the
underlying parameters in a simple fashion, building on theoretical developments inspired by bi-level literature
(Deep Equilibrium,Jacobian-free propagation).

A deeper analysis is provided in the context of unrolled forward-backward iterations to highlight the interplay
between the network depth and the number of restarts in ReTune, based on the Lipschitz properties of the
algorithmic scheme. In particular, the depth controls the approximation error of a Jacobian-free step, whereas
restarting the unrolled neural network allows one to reach the equilibrium point.

This theoretical analysis is supported by numerical experiments showing that the proposed ReTune procedure
goes beyond traditional learning schemes, improves performance compared to PnP strategies, and provides
stronger guarantees than standard unfolded approaches.
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