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Gaussian processes have proven to be powerful and flexible tools for various statistical inference and ma-
chine learning tasks. However, they can be limited when the underlying datasets exhibit non-stationary or
anisotropic properties. Deep Gaussian processes extend the capabilities of standard Gaussian processes by
introducing a hierarchical structure, where the outputs of one Gaussian process serve as inputs to another.
This hierarchical approach enables deep Gaussian processes to model complex, non-stationary behaviours
that standard Gaussian processes may struggle to capture. In this talk, we introduce deep Gaussian processes
and explore their use as priors in interpolation and regression tasks. We present results on the convergence
rates of deep Gaussian processes in terms of the number of known data points.
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