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CEXxA - aninitiative to gather CEA experts and create a
sustainable software catalyst for Exascale
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Project organization

m Core team
= Management, implementation and dissemination
m 8 permanent researchers from all over CEA
m 3 recrutements done, 3 more candidates selected
m 1as apermanent researcher!
m Funding for 2 or 3 more hire expected next year
n Extended team
s Demonstrator developers
= Not funded
m Find their interest in the participation
m 3 new demonstrators to be selected next year
= Community
m Federation of an expert network
Co-design of CEXA:
m |dentification of needs
m Usage of CEXA in applications
Priority target for dissemination
Sustainability of the work

Extended team
Demonstrator developers

Kokkos workshop — June 17, 2024 4



CEA is a member of the High-Performance Linux

Fundation
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=== SOFTWARE FOUNDATION

Projects
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Your trainers during the next 3 days

Luc Berger-Vergiat

Kokkos Kernel project leader and Yuuichi Asahi Ansar Calloo Cedric Chevalier Mathieu Lobet

developer (Sandia National Labs)  Senior developer Group leader Group leader Group leader

Damlen Lebrun-Grandie Thierry Antoun Rémi Baron Thomas Padioleau Paul Zenher

Kokkos project leader and Developer Senior developer Senior developer Developer
developer (Oak Ridge
National Lab)
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Workshop agenda

https://indico.math.cnrs.fr/event/12037/timetable

Day 1 Day 2 Day 3

9h15 — 12h 9h15 — 12h10 9h15 - 12h10
Lecture Hands-on Hands-on

(module 1and 2) (module 3) (Kokkos kernels)

Lunch break Lunch break Lunch break

13h40 - 16h00

13h40 - 16h50 Hands-on

14h00 - 16h50
e (Kokkos Tools)

Lecture

(module 2 and 3) (module 4)

16h00 - 16h50
Kokkos Tea Time
(Kokkos comm)

@ Kokkos workshop — June 17, 2024
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Workshop resources

- GitHub page for Kokkos tutorials: https://github.com/kokkos/kokkos-tutorials
- All slides (pdf)
« All exercises (with solutions)

« Videos: https:/[kokkos.org/kokkos-core-wiki/videolectures.html

- Kokkos source code: https://github.com/kokkos/kokkos

« Kokkos core wiki: https://kokkos.org/kokkos-core-wiki/

« Cheat sheet: https://github.com/CExA-project/cheat-sheet-for-kokkos

« Our slides will be put on the Workshop indico: https://indico.math.cnrs.fr/event/12037/

@ Kokkos workshop June 2024
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COmputer resources

* You can use:
* Your laptop
e Qur training desktop
* Our training cluster (CPU and GPU)

« Mésocentre Paris-Saclay - Ruche cluser
* Doc: https://mesocentre.pages.centralesupelec.fr/user doc/
« CPU partition: bi-socket Intel Xeon Gold 6230 20C @ 2.1GHz
« V100 GPU partition
« A100 GPU partition
e Only short runs

« Workshop GitHub page to help you: https://github.com/CExA- § Iy
project/kokkos-workshop ay .

14
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We have lunch atLa Rotonde Today
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A
How we participate: help with documentation

https://qgithub.com/CExA-project/cheat-sheet-for-kokkos
https:/ [kokkos.org/kokkos-core-wiki/

page 1
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Kokkos 20 contents i(
documentation Kokkos: The Programming Model

standard orary

o A S L Lo -
SEZE
Kokkos Core implements a programming model in G-+ fo writing performance portable applications e e Method  Descrpton

Quick Start targeting all major HPC platforms. For that purpose it provides abstractions for both parallel execution of Compiler . 5.0 Retums and sets the value at ndex s, g, etc.
. . code and data management o fitectures vith Compllr Mmoo T wis0 Returns the total number of elements in the view
Programming Guide hierarchies and multiple types of execution resources. It currently can use CUDA, HIP, SYCL, HPX, OpeniP ARM Clng 201 0T Retins the Rimter o Sateetiom:
R natall e Ut Clang 800 For CPU extnsceir Returns the number of elements in the requested
2 ‘The Kokkos EcoSystem includes: ot R Hast backends dimension
Chiake Keywords el Classic 1905 o o w0 Retums a pointer to the underlying data
AP Core ~ Name Info Intel LLVM 202200 ForSYCL  -ocoxkon sz simaioon Serial Resize and preserve content
v s ibr: ramming - Parallel Intel LLVM 20111 [ TR — Opentp.
APL: Containers Kokkos thi brary) Propramming Model - Parshel |y s 192 o o siaiioe e 1107
o Execution and Memory Abstraction oo s 1 ea
lgorithms © Nvee 110
P, . Kokkos—kernels Sparse, dense, batched math kerels Github link NVHPCIPG] =3 The serial backend is enabled by default. Reaklocate and do not presarve contant
Execution spaces Roton:ratiocrien, 50, a1...;
= itHub i ROCM 520
A Abiaietce e Kokkos-tools Profilng and debugging tools GitHub link -
Depracation for Kokkos-3.x Kokke Rrovides Python bindings to the Kokdios GitHub fink Build Device backends Execution space Device backend  Host backend
i performance portable parallel programming. uild system o setmascsiospace  Ondevice  On host Memory Layouts
Known issues - - - Option Backend Notes Kothon: utetosEacusonspaca On host On host
rokkos_remte_spaces | Shared memory semantics across multiple Thoptn | M Tt | [ [ ——— CcupA Layout Description For
Use Cases and Examples 0 processes Chiake 3252 For Intel LLVM full spport 2= =27 72 e Memory spaces Kttor tayesaigne  Strides increase from the right most  CPU
CMake 3211 For NVHPC support 0 the left most dimension, also
(i ey - " Resilince and Checkpointing Extensions for CMiske 318 For better Fortran finking X% 48510 sve Experimental Generic memory spaces Known as row-major or C-lke
Tutorials Sliossres benco Kokkos CMake 316 U e ] - Oaice o e Stides ncrese fom th eft most o GPU

the right most dimension, also known

T — Vou can ony seec th sral backend, pus anther host backend bockand  backend Rl
) and one device hackend at 2 time. Fokon: Detaatcmsscntionspacescmmmery space ON eV, ONAOSt s toouisiriae  Strides can be arbitrary for each di-
Gitub Repo Ondev. Onhost
f c See architecture-specific options. e —————p e N = ‘mension
Contrbuting v Related Work for the C++ standard library As part of your application . e
_ S bl ooy spaces By defaut, a ayout suted for foops n the igh frequency index s
FAQ Relevant and related efforts include: 24d_subdirectory (path/to/Kkokkos) used.
e e onti
Citing Kokkos LR Specific options Memory space Description.
Name Info Proposal Fress— 5 5 Kokos: HostSpace Accessible by the host but not directl <
licenss : PO ) Option L P Y Memory trait
s Reference plementation of mdspan 0009 GitHub link ~DKoiios_ENABLE_BENCHNARKS=0N Build benchmarks it Accessible by the hast and the device;

Memory traits are indicated with oo tesssyresssec> and are com-

targeting C++23 bined with the | (pipe) operator.

Bttt “oressos Stz _cownen_uminmss=oy Print all compiler warnings

“Dreson oL D000 Activate extra debug fea-

synchronization managed by the driver
UM CRx PR ecyour G+ conpiers |

T s scncmmryen Accssile by th team r th thread
StBLAS Reference Implementation for StdBLAS ~ P1673 GitHub link e may e compile G e b e g s TR o
’ o tmanss The alocaton hs o be managed manually
. Configure, build and install Kokkos onte ot B fottos: entccass Hint that the view is used in  random ac-
Questions? o — View cess manner, i the view i aso e this
i oy “Oflise KK TR may trigger more efficient load operations
Find us on Slack: https://kokkosteam.slack.com or open an issue on github. AR XX COPLER~cyous O campiter> \ “Diokkos_DHABLETUNINGADN Create bindings for tuning Create on GPUs
e At \ oo
Sl o mies Thers s 10 laing ofth view by cthr data
e <Datat out MensrySpace, NessryTraits>
St e strctures inthe curen scope
Website Content
Architecture-specific options Template arg.  Description

* Quick Start
« Programming Guide

Use in your code [ scatactypert) where scasane i the data type, - Deep COpy

Host architectures the number of runtime dimensions, and 0 the

) [ ———
¢ Requiements e Host options are used for controlling optimization and are optional. complle time dimeasions.

* Build, Install and Use e Sl i The views must have the same dimensions, data type, and reside
« CMake Keywords B Option Acchitcture Yemryce  See memory spaces the same memory space (mirror views an be deep copied on
« APL: Core F—— Local host Nemrmass See memory traits different memory spaces

« APL: Containers.

Kokkos Wiki Installation Cheat Sheet Utilization Cheat Shee
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https://github.com/CExA-project/cheat-sheet-for-kokkos
https://kokkos.org/kokkos-core-wiki/

How we participate: contribute to the Kokkos
Ecosystem

DDC (Discrete data & computation) - https://ddc.mdls.fr/

A C++-17 library that aims to offer to the C++/MPI world an equivalent to the
xarray.DataArray/dask.Array python environment.

« Kokkos-FFT - https://github.com/kokkos/kokkos-fft/

Kokkos-fft implements local interfaces between Kokkos and de facto standard FFT
libraries, including fftw, cufft, hipfft (rocfft), and oneMKL.

- Kokkos-Kernels - https://github.com/kokkos/kokkos-kernels

Implements local computational kernels for linear algebra and graph operations,
using the Kokkos shared-memory parallel programming model.

- Kokkos-Core - https://github.com/kokkos/kokkos

Kokkos Core implements a programming model in C++ for writing performance
portable applications targeting all major HPC platforms.

+ Kokkos-Comm - https://github.com/kokkos/kokkos-comm

Abtracted distributed communication interface integrated in the Kokkos
ecosystem

@ Kokkos workshop — June 17, 2024 17
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CEXxA project website

https://cexa-project.or
See our position offers

- Subscribe
to ili
our mailing list: https://lists.ce
pS: cexa-

r with Damien Lebrun-Grandie (OF\NL) and Luc Berger-
our next Kokkos training days: The Kokkos CH++
writing modern applica\ions ina

ome you again for
|evel solution for

Regist

Vergiat (SNL), ar
Performance Port:
hardware agnostic way.

I C
L] q

e happy 10 welc
ability Ecosystem isa produc(‘\on

Jun 5, 2024

* Regularre
KOkkOS CcO INArs fOCusin
m : o)
f ity (KoKkos cotfocs and
me) coffees and tea-

d Kokkos tea-time
es its third in(ema\'lona\ Kokkos tea-time on
M CEST.

oth 2024: thir
AT, 10AM EST, 2PM UTC: 4P

re events CExA organiz
min starting at 8AM

the 19th, 2024 for 45

coffee
CExA organizes its ninth CExA virtua
Zoom, by phone, fromaVi

3 June 2024: eighth CExA
Register t0 pe notified about future events
It can be followed on

- French ch
annel on th
httos: e Kokko :
ttps://kokkosteam.slack Co:jlqck _

rkshop — June 17, 2024
28/10/2022
19


https://cexa-project.org/
https://lists.cexa-project.org/sympa/subscribe/network
https://lists.cexa-project.org/sympa/subscribe/network
https://kokkosteam.slack.com/

20

g

Why do we need a
performance
m portable model

3

@ Kokkos workshop — June 17, 2024



Life in our HPC world

Evolution in HPC : exotic and disruptive hardware are permanently appearing (and disappearing) in
super-computers history (does not mean they were bad hardware)

p— Money

~ -

Politics
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Exciting for research, not for
application developers

New technologies are exciting for researchers but
may be stressful for application developers and
users:

May require vendor specific programming
models

May require new programming paradigms
Algorithms may have to be rewritten

Developers must :

Update their knowledge to handle new hardware
specificity and programming models

Rewrite or duplicate part of their applications

Bet on a technology without long-term vision

@ Kokkos workshop — June 17, 2024



HPC landscape

- More and more computational power in TOP500 super-computers comes from accelerated systems
equipped of GPU

« Rmax is the benchmarked computational power

TOP500 rmax share history

[ CPU-GPU heterogeneous systems
s CPU only

Percentage of Rmax share

Timeline (year)
*heterogeneous system excludes Xeon Phi accelerators

Kokkos workshop — June 17, 2024 23



HPC landscape in the world

- Almost all most powerful super-computers are equipped of GPU today

Frontier — 1.2 Eflops Aurora — 1 Eflops Fugaku — 440 Pflops
AMD CPU and GPU Intel CPU and GPU FUJITSU ARM AG4FX

) Qoo = L E lI“

LUMI — 379 Pflops ALPS — 270 Pflops LEONARDO - 241 Pflops
AMD CPU and GPU NVIDIA (ARM) CPU and GPU INTEL CPU and NVIDIA
GPU

@ Kokkos workshop — June 17, 2024
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Current GENCI Super-computers in France

- National super-computers accessible to academics |
- Also heterogeneous at the French scale

W/‘nmg//
\ BT

Jean-Zay — 125 Adastra - 46 Joliot-Curie CEA HE — 57
Pflops Pflops ROME — 7 Pflops Pflops
Intel CPU and AMD CPU and AMD CPU NVIDIA GH200
NVIDIA H100 GPU MI250 GPU CPU/GPU

@ Kokkos workshop — June 17, 2024
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Ca

Coming Exascale super-computers

Exascale coming in Europe:

Europeadn pre-Exascale systems: Mix of
AMD & Nvidia

INTRODUCING JUPITER

Defining a New Class of Supercomputers Designed to Propel Al for Scientific Discovery

93 ExaFLOPS of Al | 1.0 EF Delvered HPC | 24,000 GH200
Quantum-2 InfiniBand | 1.2PB/s Aggregate Bandwidth | 18.2 MW

First Exascale machines planned in
Europe for 2024/2025

First European Exascale machine:
at Julich Super-Computing Center
(Germany): Nvidia GH200 GPUs and Rhea

A R M C P U ) T e EWVIDEN @) JiLicH SnviDia {Q Partec

Second European Exascale machine:
CEA/TGCC (Jules Vernes consortium)

Kokkos workshop — June 17, 2024 28/10/2022
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Why GPUs have conquered the HPC ecosystem?

- CPUs are general purpose computing units
- GPU are specialized chips to achieve highly parallel arithmetic operations

® NVIDIA GPUs o
1024 oo »
B AMD GPUs oN
1 A INTEL CPUs e -
1 ™ AMDCPUs o QA v N
| v ArRMCPUS ° ¢
g ° A A &
1
= 1074 -
9 ] m
_8- ’ ¢ A A 7
T ] °
1l e H A
109 ‘
] A
. A
] A

| | | 1 | | | | | | | 1 | | | | | |
2007 2008 200920102011 201220132014 20152016 2017 2018 2019 2020 2021 2022 2023 2024
Timeline (Year)
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Current state of HPC hardware @2 ﬁg‘(‘:
M
NVIDIA.
 NVIDIA used to dominate the HPC GPU market (as Intel used to CUDA
be for CPUs)
o Good for technology stability (programming models,
optimization, etc) OpenAcc

e, Less Programming

o Bad for market price, innovation, etc

« Today's landscape is composed of many vendors: OpenMP

o NVIDIA
AMD CPUs and GPUs

o

o ARM based processors and accelerators

o Intel GPUs <SYCL
oneAPI

« Super-computers tend to be more and more heterogeneous:
o CPUs + GPUs today,
o RISC-V, TPUs, FPGA and quantum accelerators in the future? %

@ Kokkos workshop — June 17, 2024 28




Challenges for porting applications at Exascale

« Engineering skills - complex architectures, expertise to tune and
optimize applications, more significant for small developer teams

« Optimization - some applications may be partially ported or
ported but not optimized

- Software stack - Many different programming models and
libraries (CUDA, OpenACC, OpenMP, Kokkos, StarPU). Not a clear
view about which one to choose.

« Hardware zoology - HPC technologies evolve very fast and may
be more and more heterogeneous (GPU accelerators, FPGAs,
TPUs, quantum accelerators).

 Long term maintainability - application life longer than
hardware, applications written by scientific should be
maintainable by physicist

@ Kokkos workshop — June 17, 2024 29



How to program heterogeneous systems

Super-computers still have multiple parallelism layers:

* Distributed parallelism between nodes

* Inner node parallelism : Node |level
o Multi-threading
o Accelerators

Volatile memory (RAM)

CPU 1

¥y

CPU?2 S

Fast network
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 Ideal goal, write one single implementation that:

o Compiles and runs on multiple architectures

o Obtains performant memory access patterns across
architectures

o Can leverage architecture-specific features where
possible.

« There's a difference between portability and performance
portability.

Example: implementations may target particular architectures
and may not be thread scalable.

(e.g., locks on CPU won't scale to 100,000 threads on GPU)

31




Need for performance portable
programming models

The choice depends on the value of the cursor between many
parameters :

o Performance across a wide range of architectures
o Portability across a wide range of architectures

o Maturity (bugs, advanced features)

o Long-term support

o Code maintainability

o Programing complexity (required programming skilled)

algebra, input/output, machine learning, etc)

32

o Ecosystem and interoperability with existing libraries (linear



3 m Whatis Kokkos ?
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Whatis Kokkos?

« A C++ Programming Model for Performance Portability

o Implemented as a template library on top CUDA, HIP,
OpenMP, ...

o Aims to be descriptive not prescriptive
o Aligns with developments in the C++ standard

« Expanding solution for common needs of modern
science and engineering codes

o Math libraries based on Kokkos
o Tools for debugging, profiling and tuning
o Utilities for integration with Fortran and Python
« lItis an Open Source project with a growing community
o Maintained and developed at

o Hundreds of users at many large institutions

@ Kokkos workshop — June 17, 2024

Compiled with
(you decide)

Kokkos lib g

Built with

Your
Application
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Kokkos main capability

Basic features:

- Parallel loop: one-dimension, multi-dimensions, reduction patterns and more like OpenMP
«  Multidimensional arrays like Fortran or Python

- Memory and execution policy to decide where data is located and where kernels are run
- Implicit data layout and data access management for performance

More advanced features:

-« Thread safety, thread scalability and atomic operation

-« Hierarchical parallelism (threading, vectorization, SIMT, etc.)

«  Optimization capability

Tools:

-  Compatibility with classical debuggers and profilers

« Build-in algorithm (sorting) like Thrust and mathematic features (linear algebra)

- Interoperability with Python, Fortran and other programming models

@ Kokkos workshop — June 17, 2024
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The whole ecosystem picture

4

Kokkos
Tools

KI||
A

\\

Science and Engineering Applications

Trilinos

Kokkos EcoSystem

‘Kokkos Remote Spaces] [ Kokkos Kernels

Kokkos Core
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Kokkos helps improve ISO C++

Kokkos helps improve ISO C+4++

(e° A,
6&3‘3_\\)‘\5 ,000
@ o8 or 35
2 oo Y Kokkos Cx, Su
°0 owed Sk, cof,
o e
<9/~O. §

Co, P
6'096/76.?7@/”
oy, Yy S, C++ Backport
O"x 7 ¢ s
R, s
(/res or

Ten current or former Kokkos members are members of the ISO C++ standard committee
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C++20 std::atomic_ref

C++11 std::atomic insufficient for HPC
« Objects, not functions, with only atomic access

« Can't use non-atomic access in one operation, and then atomic access in the next

C++20 std::atomic_ref adds atomic capabilites as in Kokkos

e Can wrap standard allocations

« Works also for sizes which can’t be done lock-free (e.g. complex<double>)
« Atomic operations on reasonably arbitrary types

// Kokkos today
Kokkos: :atomic_add(&a[i],5.0);

// atomic_ref in ISO C++20
std::atomic_ref(a[i]) += 5.0;

Kokkos workshop — June 17, 2024
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C++23 std::mdspan

C++ does not provide multi dimensional arrays

 Every scientific programming language has them: Fortran, Matlab, Python, ...

C++23 std::mdspan adds Kokkos::View like arrays

* Reference semantics.

« Compile time and runtime extents (also mixed)

 Data layouts to allow for adapting hardware specific access patterns.
* Subviews!

// Kokkos today
View<float**[5], LayoutLeft> a("A",10,12); a(3,5,1) = 5;

// mdspan in ISO C++23

using ext = extents<int,dynamic_extent,dynamic_extent,5>;
mdspan<float,ext,layout left> a(ptr,10,12); a[3,5,1]+=5;

Kokkos workshop — June 17, 2024
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High Performance Software Foundation

Goal: build, promote, and advance an open and portable core % HIGH PERFORMANCE

software stack for high performance computing. == SOFTWARE FOUNDATION
HPSF aims to make life easier for high performance software S ack
developers through a number of focused initiatives, including: p
« Continuous integration resources tailored for HPC projects Py k k k
m KO oS

« Continuously built, turnkey software stacks
 Architecture support

- Performance regression testing and benchmarking v i S kO re S
« Collaborations with other LF projects, such as OpenSSF,

UEC, UXL Foundation, and CNCF

HPCToolkit
+ https://hpst.iof
Kokkos workshop — June 17, 2024 @S 40



https://hpsf.io/

A worldwide community

Sandia
National
Laboratories

o

%

OAK RIDGE

National Laboratory

Los Alamos Bl

NATIONAL LABORATORY

<&  CscCs

\‘ ‘ Centro Svizzero di Calcolo Scientifico
QU

Swiss National Supercomputing Centre
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An active project for more than10 years

« 1.8 K stars on GitHub Apr 5, 2015 - Jun 14, 2024

Contributions to develop, line counts have been omitted because commit count exceeds 10,000.
« 49 participants
100

« Many Slack channels to interact
with developers and the

50 | 11 AR LIl e i N . P 1.

Community (even in FrenCh) ¢ 2016 2017 2018 2019 2020 2021 2022 2023 2024
. https://kokkosteam.slack.com/ 8 cuon -y .
a2 slack 4° 4°
il b S
2016 2019 2022 2016 2019 2022
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To conclude about Kokkos

« Kokkos enables Single Source Performance Portable Codes
« Simple things stay simple - it is not much more complicated than OpenMP

« Advanced performance optimizing capabilities easier to use with Kokkos than
e.g. CUDA or HIP

« Kokkos provides data abstractions critical for performance portability not
available in other programming models Controlling data access patterns is key
for obtaining performance

* The Kokkos Ecosystem comes with tools (profiling, debugging, tuning, math
libraries, etc.) needed for application development in professional settings
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Thank you for your attention
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