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Essentially all models 
are wrong,

… but some are useful

George Box

One of the most influential statistician of the 20th century and a pioneer in the areas of quality 

control, time series analysis and design of experiments and Bayesian inference.
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Motivation
Model Assessment

• Why do we even bother then?

• Because „Some are Useful“.

• But ... How do we know a model is „Useful“?

• We consider a model "useful" if it provides:

• enhanced insight into a problem,

• a means to test a theory/hypothesis.

• What are the approaches to determine if a model is "useful"?

5



Motivation
Model Assessment

• Why do we even bother then?

• Because „Some are Useful“.

• But ... How do we know a model is „Useful“?

• We consider a model "useful" if it provides:

• enhanced insight into a problem,

• a means to test a theory/hypothesis.

• What are the approaches to determine if a model is "useful"?

• Common Methods: Verification and Validation.
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Categorization

Process of Model Development

8



Categorization

Terminology

• Conceptual model: Idealized representation of the physical behavior of the reality of 

interest.

• Mathematical model: Mathematical description of the physical processes represented in 

this conceptual model.

• Computational model: Numerical implementation of the mathematical model that will be 

solved on a computer to yield the computational predictions of the system response.

• Verification: Examines whether the results of a computational model are close enough 

to given solutions of the underlying mathematical model.

• Calibration: Process of adjusting parameters in the computational model to improve 

agreement with data.

• Validation: Investigates how accurately a computational model describes the reality.
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Categorization

Terminology

• System Response Quantity (SRQ): Quantity of interest to be compared. SRQs for one 

case ideally form a hierarchy ranging from globally integrated to local quantities.

• Comparison/Validation Metric: Difference in SRQs between the reference data and the 

computational results.
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Categorization

What is to be compared/verified/validated?

Type Same Different Description 

granularity

Sanity check Comparison 

metric

Code ConcMod, 

MathMod, Disc

Imp Finest Solution match Performance

Method ConcMod, 

MathMod

Disc, Imp Fine Convergence Diff to 

reference

Model ConcMod MathMod, Disc, 

Imp

Coarse Calibration Diff to (non-

deterministic) 

reference
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Categorization

Types of Reference Solutions

Analytical solutionCode/Model/Method intercomparison

Numerical solution Experimental data
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Categorization

Benchmarking Processes

Open or blind?

By invitation only or public call for participation?

13



1. Motivation

2. Categorization

3. Selected GCS Benchmark Studies

a. The Classic

b. So Simple, Yet So Hard

c. Reality Meets Modeling

d. Back To Normal, But Bigger

4. Summary and Conclusion

Outline

14



Selected GCS Benchmark Studies

A benchmark study on problems related to CO2 storage in geologic 

formations (2009)

• Code Comparison / Verification

• Public CFP

• First phase blind, second phase open process

• 14 groups, 14 simulators

• 3 Benchmark cases

• 1 case with semi-analytical solution, 2 without reference solution

• SRQs: Leakage rate / time, mass flux / time, arrival time,

maximum leakage, saturation snapshots, performance

• Metrics: line plots

H. Class, …, J. Nordbotten, …., B. Flemisch et al. (2009): “A benchmark study on problems related to CO2 storage in geologic 

formations“, Computational Geosciences 13, 409-434. DOI 10.1007/s10596-009-9146-x. 15

https://doi.org/10.1007/s10596-009-9146-x


A benchmark study on problems related to CO2 storage in geologic formations (2009)

Benchmark Cases
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A benchmark study on problems related to CO2 storage in geologic formations (2009)

SRQs, Measures and Metrics
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A benchmark study on problems related to CO2 storage in geologic formations (2009)

Infrastructure for Comparison and Reproduction
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Selected GCS Benchmark Studies

Uncertainties in practical simulation of CO2 storage (2012)

• Model / code comparison

• By invitation, open process

• 6 groups, 6 simulators

• 1 Benchmark case

• No reference solution

• SRQs: phase partitioning, furthest updip plume extent, mean and variance of the location 

of the CO2 phase, all over time

• Metrics: Line plots

J.M. Nordbotten, B. Flemisch, S.E. Gasda, H.M. Nilsen, Y. Fan, G.E. Pickup, B. Wiese, M.A. Celia, H.K. Dahle, G.T. Eigestad, K. 

Pruess (2012): “Uncertainties in practical simulation of CO2 storage“, International Journal of Greenhouse Gas Control 9, 234-242.

DOI 10.1016/j.ijggc.2012.03.007. 20

https://doi.org/10.1016/j.ijggc.2012.03.007


Uncertainties in practical simulation of CO2 storage (2012)

Benchmark Case
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Uncertainties in practical simulation of CO2 storage (2012)

SRQs, Measures and Metrics
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Uncertainties in practical simulation of CO2 storage (2012)

Infrastructure for Comparison and Reproduction
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Selected GCS Benchmark Studies

FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

• Validation / Model comparison

• Invitation-only, multi-stage blind/open process

• 9 groups, 9 models

• Data from 5 experimental runs

• SRQs:

• Saturation and concentration fields at selected time steps

• Integrated phase composition … over time

• Mean and std dev for various quantities

• Metrics: Multiple, e.g., Wasserstein distance

• Other reported characteristics: Model assumptions, implementation details, … 

J. Nordbotten, M. Fernø, B. Flemisch, R. Juanes (eds.) (2024): “FluidFlower: A Meter-scale Experimental Laboratory for Geological 

CO2 Storage“, TiPM Special Issue (in production). 25



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Experimental Rig
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Intended Geometry
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Implemented Geometry
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Snapshot after 240 Minutes = 4 Hours
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Snapshot after 4320 Minutes = 72 Hours

30



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Five Operationally Identical Experimental Runs

31

Segmentation data after 24 hours.



Flemisch et al., https://github.com/fluidflower

FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

This experiment is hard to forecast independently



Flemisch et al., 2023.  Simulations show CO2 concentrationFlemisch et al., 2023.  Simulations show CO2 concentration

FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

This experiment is hard to forecast collaboratively



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Can We Quantify the Difference?

34

• Apply the Wasserstein metric, working on distributions of equal mass.

• Measures “the minimal effort required to reconfigure the mass of one distribution in 

order to recover the other distribution”.

• Approximate roughly the CO2 mass density in each cell by

• Normalize these values to two-dimensional probability distributions.

• Apply the Python library POT to calculate the Wasserstein distances.

• Rescaling to the injected CO2 mass yields distances of dimension mass times length.

V. Panaretos, Y. Zemel (2019): “Statistical aspects of Wasserstein distances”, Ann. Rev. Stat. Appl. 1, 405–431.

DOI 10.1146/annurev-statistics-030718-104938J.

R. Flamary et al. (2021): „POT: python optimal transport“, J. Mach. Learn. Res. 22, 1–8. Repo at github.com/PythonOT/POT.

https://doi.org/10.1146/annurev-statistics-030718-104938J
https://github.com/PythonOT/POT


FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Wasserstein Distances Between Forecasts
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Mean Wasserstein Distances To Forecasts and Experiments
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Temporal Evolution of Total CO2 mass in the computational domain
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

CO2 Phase Distribution in Box A: Forecasts
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

CO2 Phase Distribution in Box A: Comparison
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: SRQs

40

1. As a proxy for assessing risk of mechanical disturbance of the overburden:

Maximum pressure at sensor number 1 and 2.

2. As a proxy for when leakage risk starts declining:

Time of maximum mobile free phase in Box A.

3. As a proxy for our ability to accurately predict near well phase partitioning:

CO2 phase distribution in Box A at 72 hours after injection starts.

4. As a proxy for our ability to handle uncertain geological features:

CO2 phase distribution in Box B at 72 hours after injection starts.

5. As a proxy for our ability to capture onset of convective mixing:

Time for which a measure for finger length first exceeds 110% of the width of Box C.

6. As a proxy for our ability to capture migration into low-permeable seals:

Total mass of CO2 in the top seal facies at final time.



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: Reporting

41

• Each item had to be reported as six numbers:

• prediction of the mean (stated as P10, P50 and P90)

• prediction of the standard deviation (again as P10, P50, P90)

• Any preferred methodology could be chosen

• ensemble runs

• formal methods of uncertainty quantification

• human intuition from experience

• …

• Most groups did not report P10 and P90 for the standard deviations.



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: Forecasts of Pressure at Sensor 1

42

Typical 

pressure 

variation 

in Bergen 

during 

experim. 

timespan



FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: Comparison of Pressure at Sensor 1
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: Forecasts of CO2 Phase Composition in Box A at 72 hours
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Sparse Data: Comparison of CO2 Phase Composition in Box A at 72 hours
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FluidFlower: A Meter-scale Experimental Laboratory for GCS (2024)

Infrastructure for Comparison and Reproduction
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Selected GCS Benchmark Studies

The 11th SPE Comparative Solution Project (2024)

• Code comparison / Verification

• Public CFP, multi-stage blind/open process

• More than 40 signed participation agreements

• 3 Benchmark cases

• No reference solutions (yet)

• SRQs:

• Saturation and concentration fields at selected time steps

• Integrated phase composition … over time

• Metrics: Multiple, e.g., Wasserstein distance

• Other reported characteristics: Implementation details, numerical performance 

J. Nordbotten, M. Fernø, B. Flemisch, A. Kovscek, K.-A. Lie (2024): “The 11th Society of Petroleum Engineers Comparative Solution 

Project: Problem Definition“, SPE Journal. DOI 10.2118/218015-PA. 48

https://doi.org/10.2118/218015-PA


• Simulations are highly sensitive to implementation of non-linear constitutive laws

• Simulations display strong sensitivity to grid types and refinement

• Non-linear solvers appear to be not robust and small timesteps are required even at 

moderate grid sizes

• Majority of computational difficulties are localized in (time-dependent) parts of the domain

• Grid convergence studies require physical diffusion or dispersion for reference solution to 

exist

Claim: State-of-the-art is not sufficient for reliable forecasts

The 11th SPE Comparative Solution Project

Challenges



• Three fully specified simulation problems

• Two-phase, two-component flows with thermal effects

• All geometry and constitutive laws precisely defined

• In principle, a unique solution should exist in the mathematical sense

• No geomechanics, no geochemistry

• All three versions use the same baseline geometry as the original experimental validation 

study

The 11th SPE Comparative Solution Project

Basic Setting



The 11th SPE Comparative Solution Project

Baseline Geometry



• Two-phase, two-component, isothermal

• 5 hour injection in Well 1, 2.5 hour injection in Well 2

• 120 hour total simulation time

The 11th SPE Comparative Solution Project

SPE11A – Lab Conditions



The 11th SPE Comparative Solution Project

SPE11A – Lab Conditions

Reporting requirements

• Time-history of target quantities (proxies for storage safety) 

• All field variables at 1 hour intervals on a 1 cm by 1 cm grid

• Various performance metrics



SINTEF Digital/Matlab Reservoir Simulation Toolbox (MRST)

Injection stop 48 hours

The 11th SPE Comparative Solution Project

Example Simulation of SPE11A



• Geometry from 11A stretched 3000:1 and 1000:1

• Two-phase, two-component, thermal

• 1000 year pre-injection equilibration

• 50 year injection in Well 1, 25 year injection in Well 2, at 10 degrees Celsius

• 2000 year total simulation time

• Reporting requirements as for 11A, but sparser in space and time

The 11th SPE Comparative Solution Project

SPE11B – 2D Field Transect



NORCE/Open Porous Media simulator (OPM Flow) 
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The 11th SPE Comparative Solution Project

Example Simulation of SPE11B
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• Geometry from 11B stretched 

5000 meters along a parabola with slight skew

• All model equations and parameters as in 11B

• Well 1 is horizontal, Well 2 is arched following the layering

• Injection schedule and simulation time as for 11B

• Reporting requirements as for 11B, but yet sparser in space and time

The 11th SPE Comparative Solution Project

SPE11C – 3D Field



NORCE/OPM Flow
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The 11th SPE Comparative Solution Project

Example simulation of SPE11C



• Common for all three versions: 

• Capillary entry pressure is a leading storage mechanism during injection

• Injection of dry CO2 leads to essentially immobile water saturation with very high capillary pressures

• Convective mixing is the dominant physical process post-injection, but is difficult to resolve without an 

excessive number of grid cells

• Cartesian grids tend to give unphysical “stair-case-like” dissolution rates post-injection.

• Reporting metrics are sensitive to numerical errors

• SPE11A: Low density of CO2 in gas phase leads to particularly strong non-linearities as gas “vanishes” 

into the water phase. 

• SPE11B: Two-phase flow physics easier(?) than 11A, but thermal effects must be resolved. 

• SPE11C:

• The computational cost of three dimensions implies that properly resolving convective mixing is almost

impossible on standard hardware. 

• Results will likely show strong grid dependence, or require upscaling methods. 

The 11th SPE Comparative Solution Project

Some Known Challenges



SINTEF Digital

The 11th SPE Comparative Solution Project

Example Challenge: Gridding
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SINTEF Digital/MRST

The 11th SPE Comparative Solution Project

Example Challenge: Grid-dependent solutions on 11A



NORCE/OPM Flow

10m x 10m

20m x 20m

5m x 5m

The 11th SPE Comparative Solution Project

Example challenge: Sensitivity to grid resolution for 11B



NORCE/OPM Flow

CPU time used is over 50 days for the SPE11C at this resolution

The 11th SPE Comparative Solution Project

Example challenge: Computational times



• Development and verification of accurate and efficient discretization methods for multiphase,

multicomponent flow and transport.

• Development and verification of space-time adaptive gridding and domain decomposition

methods.

• Development of upscaling methods for convective mixing and dispersion of in the context of CO2

dissolution into water.

• Development and verification of robust and efficient linear and non-linear solvers and solution and

time-stepping strategies for 2D and 3D at laboratory and field conditions.

• Assessment of the importance of physical processes omitted from this study, including (but not

limited to) geochemical reactions, mechanical response, and more realistic boundary conditions.

The 11th SPE Comparative Solution Project

Expected developments in the context of SPE11



Official webpage: 

https://spe.org/csp

Community resources: 
https://github.com/Simulation-Benchmarks/11thSPE-CSP

Discussion at SPE Connect:
https://connect.spe.org/home/memberhome

The 11th SPE Comparative Solution Project

Resources

https://spe.org/csp
https://github.com/Simulation-Benchmarks/11thSPE-CSP
https://connect.spe.org/home/memberhome


• March 29, 2023: First announcement at the 2023 SPE Reservoir Simulation Conference, Galveston, Texas.

• October 1, 2023: Final date for publication of corrections or amendments to the CSP description.

• October 16-18, 2023: Special session at SPE Annual Technical Conference and Exhibition (ATCE).

• December 1, 2023: Open call for participation period ends.

• March 1, 2024: Deadline for submission of early CSP simulation results.

• March, 2024: First intercomparison workshop for all CSP participants (virtual).

• September 1, 2024: Deadline for submission of final CSP simulation results.

• September, 2024: Final intercomparison workshop for all CSP participants (hybrid).

• December 2024: Completion of draft report on the results of the CSP.

• February 2025: Report on the results of the CSP finalized and submitted.

• March, 2025: Special session at the 2025 SPE Reservoir Simulation Conference, Galveston, Texas.

The 11th SPE Comparative Solution Project

Timeline



• SPE11 special issue already live! 

• Two-year paper submission window. 

• Continuous publication.

• Open for all CSP-related research papers!

The 11th SPE Comparative Solution Project

SPE Journal Special Issue
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Summary and Conclusion

Take-Home Messages

• Verification and validation are indispensable for computational model development.

• Available benchmarks facilitate V&V tasks.

• Conducting benchmark studies helps to bond/build/grow communities.

• No standardized V&V protocols for the “GCS modeling community” exist.

• Standard models capture the physical processes correctly.

• Modelers tend to be overconfident in their own predictions.

• Predicted confidence intervals are typically too narrow.
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Thank you!

Institute for Modelling Hydraulic and Environmental Systems

Department of Hydromechanics and Modelling of Hydrosystems

Bernd Flemisch

E-Mail bernd@iws.uni-stuttgart.de

Phone +49 (0) 711 685-69162

www.iws.uni-stuttgart.de/lh2

University of Stuttgart

IWS-LH2

Pfaffenwaldring 61, 70569 Stuttgart

• FluidFlower benchmark:

J. Nordbotten, M. Fernø, M. 

Jørgensen, R. Juanes

+ co-workers

+ all participants

• 11th SPE CSP:

J. Nordbotten, M. Fernø, A. Kovscek, 

K.-A. Lie

T. H. Sandve, D. Landa Marban

H. Nilsen, O. Andersen, O. Møyner, 

V. Nevland

M.A. Giddins, J. Haukås

H. Class, D. Gläser, K. Wendel


