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Magnetic Field

Rotation

Magnetic Field + Rotation

*   well understood (inverse magnetic catalysis)B + T
*   under intensive discussionsB + μB

*  toward detection in HIC / magnetarsB

* Tension between LQCD and pQCD half resolved
* Unnatural observation in LQCD (personal opinion)

* We must apologize; we seem to have been wrong…



July 23, 2024 @ Timisoara 3

Motivation



July 23, 2024 @ Timisoara

Real / Imag. / Academic / Practical

4

RealImaginary

Academic

Practical Temperature

Finite Density

Finite Isospin Density

Strong B

Fast Rotation

Topological q

Imaginary Density

Imaginary Rotation

Imaginary q

Large Curvature

Finite Chirality Density
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Magnetic Field
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Spatially inhomogeneous phase may appear.

Basar-Dunne-Kharzeev (2010)

Strong-B → Reduction to (1+1)D → Spiral Condensate

Brauner-Yamamoto (2016)

In (1+1)D, finite density originates from anomaly.

Chiral anomaly →
1

4π2fπ
μBB ⋅ ∇π0

Source to generate spatially 
modulated condensate.
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ChiEFT ~ Chiral Magnet

H = − J∑
n

S ⋅ Sn+1 − 2μH∑
n

Sx
n + D ⋅ ∑

n

Sn × Sn+1

≃ J̃S2 ∫ dz[ 1
2

(∂zϕ(z))2 − β cos ϕ(z) − α∂zϕ(z)]

Brauner-Yamamoto (2016)

( α
β ) ≥

4
π

⇒
μqB

4π2f 2
πmπ

≥
4
π

f 2
π m2

π μqB/(4π2f 2
π)

Model-indep. 
and robust 
prediction!

Kishine et al. (2012)



July 23, 2024 @ Timisoara

B + μB

8

B
nB =

@hHi

@µ
=

Bz

4⇡2f⇡
@z⇡

0

<latexit sha1_base64="ySt/bM/sJelPAPOFtPNj4KkWnXU=">AAACz3ichVHLThRBFL3TPsDxwQgbEzYVJxhXkztIgjExIcOGJQMOkNDYqS5rhpLqR6prhjCdNm71B1y40sQQwme4cenGBZ9gXGJkQ6K3e9onUW+n6946dc6tU1V+rFViEY8qzrnzFy6OjV+qXr5y9dpE7frkWhL1jZAdEenIbPg8kVqFsmOV1XIjNpIHvpbr/s5ivr4+kCZRUfjA7sVyK+C9UHWV4JYgr/Y49FrsPnO7hovUjbmximvmah72tGRuwO224DpdylxTQNkvpKCf/ZC2vGGWzrmxejjLuh7ljH0nekOW4+jV6tjAItjZolkWdShjOartgwuPIAIBfQhAQgiWag0cEvo2oQkIMWFbkBJmqFLFuoQMqqTtE0sSgxO6Q2OPZpslGtI875kUakG7aPoNKRnM4Ac8wGN8h4f4EU//2isteuRe9ij7I62MvYnnN1ZP/qsKKFvY/qn6p2cLXbhbeFXkPS6Q/BRipB8MXxyv3luZSW/ha/xE/l/hEb6lE4SDz+JNW668hCo9QPPP6z5brM02mnca2J6rL7TKpxiHabgJt+m+52EBlmAZOrTve/gCXyvgtJ1d54nzdER1KqVmCn4L59k30kOzRQ==</latexit>

p0 domain-walls

Brauner-Yamamoto (2016)

⇡1(U(1)) = Z
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FIG. 2. Pressure distribution at ✓ = ⇡/2 for various B.

Nucleon as a quantized Skyrmion: To distinguish
protons from neutrons, we seek isospin eigenstates by
varying as ⌃(t) = ei↵(t)Q⌃ e�i↵(t)Q. The Lagrangian
then reads, L = 1

2�↵̇
2 � �↵̇ � M , with � =R

d3x sin2 f sin2 g[f2
⇡ + 1

a2 (|rf |2 + |rg|2 sin2 f)], � =
qB
4⇡2

R
d3x sin ✓ sin2 f sin g(@✓f@rg � @rf@✓g), and M

being the classical mass. Introducing � ⌘ �S/�↵̇ =
↵̇�� �, we write down the Hamiltonian:

H = �↵̇� L = M +
1

2�

�
� + �

�2
. (6)

The 2⇡-periodicity of ↵(t) with the Z2 ✓-angle assigns
a half-odd-integer spectrum to �. Invoking the pseudo-
axial symmetry, Noether’s theorem gives J3 = �I3 = �.
Confirming �(B) � 0 numerically, we conclude that the
ground state is a spin-down proton |p#i, and the lowest
excitation is a spin-up neutron |n"i. We also verify that
the nucleon masses, hp#|H |p#i and hn"|H |n"i, vary
with B analogously to M(B). For weak B our result is
consistent with experimental facts that gp > 0, gn < 0,
and |gp| > |gn|. Furthermore, the mass split formula,
mn �mp = �/�, deduced from Eq. (6), is valid even for
strong B.

We note that M and � originate from S0+SSky, while
� results from SB solely. Hence, the mass split is an
e↵ect of SB which is muted classically. An illuminating
explanation hinges on T ei⇡I2 : ⌃(t) ! ⌃(�t) preserved
by S0 + SSky but violated by SB. Since T ei⇡I2 reverses
I3 and J3 simultaneously, if we did not gauge the u(1)B
sector of Q via SB, protons and neutrons would remain
degenerated.

Domain wall formation from a Skyrme Crystal: Now
we address the ⇡

0 domain wall formation. As argued in
[18] dense nuclear matter under strong B may exhibit the
CSL, which is approximately viewed as stacked layers of
the ⇡0 domain walls as illustrated in Fig. 3. Other phase
candidates [16, 17] also exhibit a multilayer structure on
account of the anisotropy induced by B. Hereafter we
focus on a single layer for simplicity.

¼0B

FIG. 3. Illustration of the CSL as approximated by the 2D
Skyrme Crystal layers.

We follow the prescription in [36] to actualize a
static 2D Skyrme Crystal on a square lattice with
pseudo-periodicity that blends crystalline translations
with ei⇡I3 . In the presence of the vector potential,
crystalline translation should incorporate appropriate
gauge transformations, i.e.,

⌧
3 ⌃(x, y, z) ⌧3 = ei�ByQ ⌃(x+2�, y, z) e�i�ByQ

,

⌧
3 ⌃(x, y, z) ⌧3 = e�i�BxQ ⌃(x, y+2�, z) ei�BxQ

,
(7)

where we introduced the lattice constant 2�. We set one
baryon in each unit cell. By imposing pseudo-reflection
symmetry ⌧

1⌃(x)⌧1 =⌃†(�x), ⌧2⌃(y)⌧2 =⌃†(�y), and
⌧
3⌃(z)⌧3 = ⌃†(�z), we can focus on a partial cell with

0  x  �, 0  y  �, and z � 0. The solution
in this octant cell is subject to the following boundary
conditions. Our vacuum convention is ⇧4(x, y,+1) = 1.
The pseudo-reflection requires ⇧1(0, y, z) = ⇧2(x, 0, z) =
⇧3(x, y, 0) = 0. The joint of the pseudo-reflection and
the pseudo-translation (7) dictates

⇧1(�, y, z) sin(
1
2�By)�⇧2(�, y, z) cos(

1
2�By) = 0 ,

⇧1(x,�, z) cos(
1
2�Bx)�⇧2(x,�, z) sin(

1
2�Bx) = 0 .

(8)

The octant cell should contain 1
8 baryon. We recast the

baryon number, NB ⌘
R
d3x j0B = 1

4⇡2

R �
d' � A

�
^�

⇧4d⇧3 � ⇧3d⇧4

�
, as a surface integral. Foregoing

conditions force it to vanish except on two edges. One
edge at x = y = 0 contributes N0 = 1

8n0, while another
at x = y = � yields N� = 1

8n�(
2
⇡�

2
B�1), where n0,� 2 Z

denotes the ⇧3,4 winding number from z = +1 to �1
along the according edge.
There are two distinct classes of solutions. The first

class is referred to as the Normal Crystal ; NB = N0 +
N� = 1

8 for unconstrained � and B demands n0 = 1 and
n� = 0. This completes our list of boundary conditions
with ⇧4(0, 0, 0) = �1 and ⇧4(�,�, 0) = 1, which signify
a regional ⇡

0 domain wall configuration. Prescribing
boundary conditions above, we formulate a Dirichlet
problem in the octant cell by minimizing the energy
functional M(⇧1,2,3,4)/8 with a Lagrange multiplier that

constrains
P4

i=1 ⇧
2
i = 1, where

M

8
=

Z
d3x

✓
f
2
⇡

2

��D⇧i

��2 + 1

4a2
��D⇧i ⇥D⇧j

��2
◆
, (9)

Skyrmion Crystal (Nuclear Matter) 
→ p0 domain-walls

Chen-Fukushima-Qiu (2021)
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Phase transition at 𝜇𝐵𝑐 (𝜇𝐼) and 𝑘𝑐 = 𝑘𝑣(𝜇𝐵𝑐 , 𝜇𝐼). 

• 𝜇𝐵𝑐 𝜇𝐼 = 𝑚𝜋 ~ 743 MeV < 𝑚𝑁 ~ 940 MeV: 
density window for baryonic vortex to be ground state. 

• 𝜇𝐵 > 𝜇𝐵𝑐 , (seed) magnetic field can be spontaneously 
enhanced and preserved.

* Cutoff ~ 2.3𝑓𝜋𝑠, 
ChPT applicability 
to be improved…

Nitta-Qiu (2024) Vortex Skyrmions Talk by Evans
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Chiral Soliton Lattice

Quasi Long
Range Order

Primordial
Inhomogeneity

Fukushima-Hidaka-Inoue-Shigaki-Yamaguchi (2023)

HBT sensitive 
to the cluster?

cf. HBT by 
Pisarski-Rennecke- 
-Rischke (2023)



July 23, 2024 @ Timisoara

Magnetar Physics

11

Science 378, 646-650 (2022)

Imaging-X-ray Polarimetry Explorer (IXPE)
 

15 
 

 

Fig. 2. Polar plot showing the measured PD (radius) and PA (azimuth) at different energies 
in the 𝟐–𝟖 keV band. Contours enclose the 68.3% confidence level regions obtained with the 
model-independent approach described in (42) [thin lines] and with XSPEC [thick lines, see the 
SM for details]. The arrow and the shaded area indicate the proper motion direction of the source 
and the associated uncertainty (39). The results of a condensed-surface RCS model for PD and 
PA in the same energy bins are shown by stars (see Discussion). 
  

Significant polarization was 
observed — how!?

Polarization angle has 
strong dependence on 
the photon energy.
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Astrophys.J.Lett.944, L27 (2023) 5

Figure 1. Left: Phase- and energy-averaged linear polarization of 1RXS J1708, in terms of the normalized Stokes parameters.
Uncertainties are shown at the 68.3% (1�) confidence level. Circles with center in the origin and increasing radii correspond
to increasing values of the polarization degree while di↵erent values of the azimuth to di↵erent polarization angles. Right:
Polarization of 1RXS J1708 in di↵erent energy bands, computed with ixpeobssim. Contours identify the 50% confidence
regions for the joint measurement of the polarization degree and angle (which are not independent variables), accounting for
statistical fluctuations only. Orange stars and green crosses show, for the same energy bins, the prediction of the belt+cap and
cap+cap models, respectively (see §5 for details)

2–3 keV 3–4 keV 4–5 keV 5–6 keV 6–8 keV 2–8 keV

PD - sum [%] 21.7+1.7
�1.7 41.3+2.0

�2.0 58.6+3.7
�3.7 57.7+6.8

�6.8 85+15
�15 35.1+1.6

�1.6

PD S/N 12.9 � 20.2 � 15.8 � 8.5 � 5.8 � 22.5 �

PA - sum [deg] �62.6+2.2
�2.2 �62.4+1.4

�1.4 �61.8+1.8
�1.8 �60.7+3.3

�3.3 �60.8+4.7
�4.7 �62.1+1.3

�1.3

Table 1. Values of the measured polarization degree and angle, obtained with the ixpeobssim software suite. Reported
values correspond to the sum of the three DUs (the measures of the single DUs are consistent with each other within errors).
Uncertainties are obtained at 68.3% confidence level, assuming that the polarization degree and angle are independent. Signal-
to-noise is calculated by dividing the polarization degree obtained by combining the results of the three telescopes on-board
IXPE by its uncertainty.

gle PL component if we allow for a polarization degree
with a linear energy dependence (we get a �2 = 454.3
for 410 degrees of freedom for a power law fit with a
photon index of 3.43 ± 0.02; the probability for getting
higher �2 values by chance is ⇠ 6%).
In the next step, we fitted the data with an absorbed

BB+BB model, again assuming a constant polarization
for each additive component; the correspondent XSPEC
model isTBabs*(bbody * polconst + bbody * pol-
const). The result of the fit is shown in Figure 3 (see
again Appendix A, Table 2). Also in this case, the fit
is acceptable (�2 = 405.8 for 408 degrees of freedom)
and the high-energy BB component is highly polarized,
⇠ 70%. The low-energy component is polarized parallel
to the high-energy component. The best-fit model ex-
hibits low polarization in the cold BB component, and
by fixing the polarization degree to ⇠ 20% also pro-

vides an acceptable fit with �2 = 422.5 for 409 degree
of freedom. It is worth noting that requiring a low-
energy polarization angle orthogonal to the high-energy
polarization angle gives a low-energy polarization degree
consistent with zero. Therefore, in this scenario, the ob-
served increase of polarization with energy stems from
the superposition of two parallel polarized components,
a weakly polarized component dominating at low ener-
gies and a strongly polarized component dominating at
high energies, in the IXPE range.

4. PHASE-RESOLVED SPECTROPOLARIMETRIC
ANALYSIS

The first step of our phase-resolved analysis involved
the determination of an accurate timing solution of
the count rate data (see Appendix C). Using epoch
MJD 59850.84175 (TDB) as a reference, this provided

Even 80% polarization was 
observed — surprise!

Polarization angle has 
no dependence on 
the photon energy???
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B O-mode (ordinary mode) 
Parallel to the magnetic field

X-mode (extraordinary mode) 
Perpendicular to the magnetic field

Common terminology 
in their community…

amplitudes of ~10% and ~30°, respectively.
At low energies (2 to 4 keV), we find the main
and secondary peaks have higher polarization

fraction (~15%) than the phase valley between
them (~9%). By contrast, the phase-resolved
PA is single peaked. This is consistent with the
predictions of pulsar (a different type of NS)
models [specifically the rotating-vector model
(20)], although a strong degeneracy prevents
us from determining the NS spin and mag-
netic axes orientations from the PA data (15).
A phase-resolved spectral analysis of 4U

0142+61 shows no statistically significant de-
pendence of the spectrum on rotational phase
(15). The BB component is compatible with
being constant in phase (fig. S5), which is con-
sistent with previous results (21) and previous
observations of a low pulsed fraction (~5%)
below 3 to 4 keV (18).
We considered the IXPE results within a

twisted-magnetosphere model (4), account-
ing for the quantum electrodynamical effect
of vacuum birefringence (7–9). The ob-
served polarization behavior as a function
of energy—with a minimum PD and a 90°
swing of PA at 4 to 5 keV—indicates that the
2- to 8-keV x-ray emission from 4U 0142+61
has two distinct components, polarized in two
different normal modes, which correspond to
the two components identified in the spectral
analysis. In this framework, the low-energy
component is produced by thermal emission
from the surface of the NS, whereas the high-
energy component is produced by photons
scattered to higher energies in the magneto-
sphere (Fig. 4A). The measured polarization
fraction at high energies (~35% at 5.5 to 8 keV)
is compatible with the theoretical prediction of
theRCSmodel (7) and indicates that X-mode
photons dominate at high energies; converse-
ly, O-mode photons dominate at low energies.
Theoretical models for magnetar surface

emission of soft x-rays predict either (i) a
large ≳50%ð Þ polarization degree in the X
mode if there is a gaseous atmosphere heated
from below (22) or (ii) a small ≲10% polariza-
tion degree in the O mode if there is a con-

densed (solid or liquid) surface (6–8, 23). The
IXPE result below 4 keV is not compatible
with the presence of an atmosphere and only
marginally compatible with a condensed sur-
face. The latter would be more consistent with
the data if the PD could be raised in themodel,
perhaps by thermal radiation being emitted
from only a limited region, not the entire sur-
face (as was assumed in previous calculations).
The low pulsed fraction at low energies (18)
indicates an extended emitting area. Using a
numerical code (7), we calculated that radia-
tion from a condensed iron surface, emitted
from an equatorial belt, produces O-mode
photons at low energies (2 to 4 keV) with PD
~15%. Reprocessing by RCS then produces
an excess of X-mode photons at higher en-
ergies (5.5 to 8 keV) with PD ~35%, whereas
the PA changes by 90°. Our calculation does
not assume that the reference direction in the
plane of the sky (from which the PA is com-
puted) coincides with the projection of the NS
spin axis. To match the measured and pre-
dicted (absolute) values, an offset is added to
the simulated PA (15). Figure 2 shows the re-
sults of our numerical simulation for a mag-
netic field strength ~1014 G, as measured for
4U 0142+61 (18), assuming the emissivity of an
iron condensed surface (23), in the fixed-ion
approximation. A hotter belt close to the mag-
netic equator appears in NS magnetothermal
evolution calculations in both two and three
dimensions (24, 25).
We also consider alternative models to ex-

plain the IXPE data. Within the RCS para-
digm, low-energy O-mode photons could be
produced by a gaseous layer with an inverted
temperature profile, with a downward flow
of energy, as might be produced by external
particle bombardment (26). In this case,
O-mode photons would escape from a deeper
(and so hotter) region than in a passively cool-
ing atmosphere and would dominate the
outgoing flux.

Taverna et al., Science 378, 646–650 (2022) 11 November 2022 3 of 4

Fig. 3. Phase-dependent x-ray flux and polariza-
tion properties. (A) Energy-integrated (2 to 8 keV)
IXPE counts as a function of spin phase. Error bars are
at 1s confidence level. (B) Polarization degree as a
function of spin phase. Error bars indicate DlogL = 1,
where L is the unbinned likelihood (19). (C) Same as
(B), but for the polarization angle. The orange curve
shows the best-fitting rotating vector model (15).

Fig. 4. Schematic illustration
of the proposed theoretical
scenarios. (A) Thermal radiation
emitted by an equatorial belt
on the condensed surface of
the magnetar (or an atmosphere
with an inverted temperature
gradient), then reprocessed
by RCS in the magnetosphere.
(B) Radiation from the
whole surface reprocessed by
(unsaturated) thermal Compton
scattering in a near-surface
atmospheric layer, then
additional (saturated) Compton
scattering in an extended
corona. The dark orange areas on the NS surface indicate the emitting regions. Black lines with arrows indicate the (dipole) magnetic field lines.
The gray rectangles along the photon trajectories highlight the polarization plane and the oscillating electric field.
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2 Lai

physics of this effect was already discussed in Lai & Ho (2003a),
where it was shown that for neutron stars with H atmospheres, ther-
mal photons with E . 1 keV are polarized orthogonal to photons
with E & 4 keV, provided that the NS surface magnetic field some-
what less (by a factor of 2) than 1014 G. The purpose of this paper is
to re-examine the mode conversion effect under more general con-
ditions (particularly the atmosphere composition) and to present
new semi-analytic calculations of the polarization signals for pa-
rameters relevant to 4U 0142.

VACUUM RESONANCE AND MODE CONVERSION

Quantum electrodynamics (QED) predicts that in a strong mag-
netic field the vacuum becomes birefringent (e.g., Heisenberg &
Euler 1936; Schwinger 1951; Adler 1971; Tsai & Erber 1975; Heyl
& Hernquist 1997). Acting by itself, the birefringence from vac-
uum polarization is significant (with the index of refraction differ-
ing from unity by more than 10%) only for B & 300BQ, where
BQ = m

2
ec

3
/(e~) = 4.414 ⇥ 1013 G is the critical QED field

strength. However, when combined with the birefringence due to
the magnetized plasma, vacuum polarization can greatly affect ra-
diative transfer at much smaller field strengths. A “vacuum res-
onance” arises when the contributions from the plasma and vac-
uum polarization to the dielectric tensor “compensate” each other
(Gnedin et al. 1978; Meszaros & Ventura 1979; Pavlov & Gnedin
1984; Lai & Ho 2002,2003a,b). Consider x-ray photons propagat-
ing in a magnetized plasma that characterizes NS atmospheres.
There are two polarization modes: the ordinary mode (O-mode)
is mostly polarized parallel to the k-B plane, while the extraordi-
nary mode (X-mode) is mostly polarized perpendicular to the k-B
plane, where k is the photon wave vector and B is the external
magnetic field (e.g. Meszaros 1992). This description of normal
modes applies under typical conditions, except near the vacuum
resonance. Throughout the paper, we assume the photon energy E

satisfies ue = (EBe/E)2 � 1 and EBi/E ⌧ 1, where EBe =
~eB/(mec) = 1158B14 keV and EBi = 0.63(Z/A)B14 keV are
the electron and ion cyclotron energies, respectively In the xyz co-
ordinates with k along the z-axis and B in the x-z plane (such that
B̂⇥ k̂ = sin ✓kBŷ (where ✓kB is the angle between k and B), we
write the transverse (xy) electric field of the mode as E / (iK, 1).
The mode ellipticity K is given by

K± = � ±
p

�2 + 1, (1)

where

� ' u
1/2
e sin2

✓kB

2 cos ✓kB

✓
1� ⇢V

⇢

◆
. (2)

For a photon of energy E, the vacuum resonance density is given
by

⇢V ' 0.964Y �1
e B

2
14E

2
1f

�2 g cm�3 (3)

where Ye = hZ/Ai is the electron fraction, E1 = E/(1 keV),
and f = f(B) is a slowly varying function of B and is of or-
der unity (f = 1 for B ⌧ BQ, f ' 0.991 at B14 = 1 and
f ! (B/5BQ)

1/2 for B � BQ; see Potekhin et al. 2004 for
a general fitting formula). For ⇢ > ⇢V (where the plasma effect
dominates the dielectric tensor) and ⇢ < ⇢V (where vacuum po-
larization dominates), the photon modes (for typical ✓kB 6= 0) are
almost linearly polarized; near ⇢ = ⇢V , however, the normal modes
become circularly polarized as a result of the “cancellation” of the

O-mode

O-mode

X-mode
X-mode

Figure 1. The polarization ellipticity of the photon mode as a function of
density near the and vacuum resonance. The two curves correspond to the
(+) and (-) modes. In this example, the parameters are B = 10

14G, E =

5 keV, and ✓kB = 30
�. The ellipticity of a mode is specified by the ratio

K = �iEx/Ey , where Ex (Ey) is the photon’s electric field component
along (perpendicular to) the k-B plane. The O-mode is characterized by
|K| � 1, and the X-mode |K| ⌧ 1.

plasma and vacuum effects (see Fig. 1). The half-width of the vac-
uum resonance (defined by |�| < 1) is

✏ ⌘ �⇢

⇢V
=

2 cos ✓kB

u
1/2
e sin2

✓kB

. (4)

When a photon propagates in an inhomogeneous medium,
its polarization state will evolve adiabatically (i.e. following the
K+ or K� curve in Fig. 1) if the density variation is sufficiently
gentle. Thus, a X-mode (O-mode) photon will be converted into
the O-mode (X-mode) as it traverses the vacuum resonance, with
its polarization ellipse rotated by 90� (Fig. 1). This resonant mode
conversion is analogous to the Mikheyev-Smirnov-Wolfenstein
neutrino oscillation that takes place in the Sun (e.g. Haxton 1995;
Bahcall et al. 2003). For this conversion to be effective, the adia-
batic condition must be satisfied (Lai & Ho 2002)

E & Ead = 2.52
�
f tan ✓kB

�2/3
✓
1 cm
H⇢

◆1/3

keV, (5)

where H⇢ = |ds/d ln ⇢| is the density scale height (evaluated at
⇢ = ⇢V ) along the ray. In general, the probability for non-adiabatic
“jump” is given by

PJ = exp


�⇡

2

⇣
E

Ead

⌘3
�
. (6)

The mode conversion probability is (1� PJ).

CALCULATION OF POLARIZED EMISSION

To quantitatively compute the observed polarized X-ray emission
from a magnetic NS, it is necessary to add up emissions from all
surface patches of the star, taking account of beaming/anisotropy
due to magnetic fields and light bending due to general relativity
(e.g. Lai & Ho 2003a; van Adelsberg & Lai 2006; Zane & Tur-
olla 2006; Shabaltas & Lai 2012; Taverna et al. 2020; Caiazzo et

Don Lai (2022)

Vacuum

Plasma
Assume:

No mode conversion for 
E < Ead

Mode conversion for 
E > Ead

Density of atmosphere (e + ions)
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Figure 4. Same as Fig. 3, except for the B & BOV regime (⇢V > ⇢O), in
which the emergent radiation is always dominated by X-mode for all E’s.

Results

To compute the polarized radiation spectrum emergent from a
NS atmosphere patch using the method presented above (Eq. 12
with Eqs. 13-14 or with Eqs. 15-16), we need to know the atmo-
sphere temperature profile T (y). This can only be obtained by self-
consistent atmosphere modeling, which has only been done for a
small number of cases (in terms of the local Ts, B and composi-
tion). Here, to explore the effect of different B and compositions,
we consider two approximate models:

• Model (i): We use the profile TH(y) for the Ts = 5 ⇥
106 K H atmosphere model with a vertical field B = 1014 G (van
Adelsberg & Lai 2006; this model correctly treats the partial model
conversion effect), and re-scale it to take account of the modifica-
tion of the free-free opacity for different Z, A (so that the re-scaled
profile yields the same effective surface temperature Ts):

T (y) =
⇣
2µZ3

/A
2
⌘1/8.5

TH(y). (35)

• Model (ii): We use a smooth (monotonic) fit to the TH

profile, given by

log10 TH(y) = 0.11 + 0.147
⇥
log10(0.4y) + 3

⇤
, (36)

and then apply Eq. (35) for re-scaling.
Figures 5-6 show a sample of our results for the polarization

degree of the emergent radiation, defined by

PL ⌘ IX,e � IO,e

IX,e + IO,e

. (37)

We see that for the H and He atmospheres (Fig. 5), PL transi-
tions from being positive at low E’s to negative at high E’s for
B14 . 0.5, in agreement with the critical field estimate (Eq. 27).
The transition energy (where PL = 0) is approximately given by
Ead, and has the scaling Ead / (µ tan2

✓B)
1/3, where ✓B is the

angle between the surface B and the surface normal (see Eq. 5). To
obtain a transition energy of 4 � 5 keV (as observed for 4U 0142)
would require most of the emission comes from the surface region
with ✓B & 70�.

On the other hand, for a partially ionized heavy-element
atmosphere (such that µ/Z is much larger than unity), the critical
field BOV can be increased (see Eq. 27). Figure 6 shows that at

Figure 5. Polarization degree PL (defined by Eq. 37) of the emergent radi-
ation normal to the surface as a function of the photon energy E for H and
He atmospheres with different magnetic field strengths and directions (✓B ,
the angle between the surface B and the surface normal vector). All results
are based on the temperature profile Model (ii).

B14 = 1, a Z = 2, A = 56 atmosphere can have a sign change in
PL around E ⇠ 3� 5 keV (depending on the ✓B value.

To determine the observed polarization signal, we must
consider the propagation of polarized radiation in the NS magne-
tosphere, whose dielectric property in the X-ray band is dominated
by vacuum polarization (Heyl et al. 2003). As a photon propagates
from the NS surface through the magnetosphere, its polarization
state evolves following the varying magnetic field it experiences,
up to the “polarization-limiting radius” rpl, beyond which the po-
larization state is frozen. It is convenient to set up a fixed coor-
dinate system XY Z, where the Z-axis is along the line-of-sight
and the X-axis lies in the plane spanned by the Z-axis and ⌦
(the NS spin angular velocity vector). The polarization-limiting ra-
dius rpl is determined by the condition �k = 2|d�B/ds|, where
�k = |kX � kO| is the difference in the wavenumbers of the two
photon modes, and �B(s) is the azimuthal angle of the magnetic
field along the ray (s measures the distance along the ray). For a NS
with surafce dipole field Bd and spin frequency ⌫ = ⌦/(2⇡), we
have (van Adelsberg & Lai 2006) rpl/R ⇠ 150 (E1B

2
d,14/⌫1)

1/6,
where Bd,14 = Bd/(10

14 G) and ⌫1 = ⌫/Hz. Note that since
R ⌧ rpl ⌧ rl [with rl = c/⌦ the light-cylinder radius), only
the dipole field determines rpl. Regardless of the surface mag-
netic field structure, the radiation emerging from most atmosphere
patches with mode intensities IX,e and IO,e evolves adiabatically
in the magnetosphere such that the radiation at r > rpl consists
of approxiamtely the same IX,e amd IO,e, with a small mixture
of circular polarization generated around rpl (van Adelsberg & Lai
2006). The exception occurs for those rays that encounter the quasi-

4 Lai

It is easy to see that Eq. (17) together with Eq. (13) (the first proce-
dure) and Eq. (15) with Eqs. (19)-(20) (the second procedure) yield
the same emergent IX,e.

Decoupling densities and Critical Field

Before presenting our sample results, it is useful to estimate pho-
ton decoupling densities for different modes and the condition for
polarization swing.

When the vacuum polarization effect is neglected (⇢V =
0), |�| � 1 at all densities (for typical ✓kB’s not too close to 0),
the ⇠-factors for the O-mode (|K| � 1) and for the X-mode (with
|K| ⌧ 1) are

⇠O ' sin2
✓kB, ⇠X ' 1

ue sin2
✓kB

. (21)

The decoupling locations of the O-mode and X-mode photons are
determined by the condition

Z
yO,X

0

O,X

dy
cos↵

= 2/3. (22)

The corresponding decoupling densities can be estimated as

⇢O = ⇠
�1/2
O

⇢0, (23)

⇢X = ⇠
�1/2
X

⇢0, (24)

where the “zero-field” decoupling density is

⇢0 ' 0.59

✓
µg2 cos↵

G

◆1/2✓
E1

Z

◆3/2✓
A

T
1/4
6

◆
g cm�3

. (25)

The effect of the vacuum resonance on the radiative transfer
depends qualitatively on the ratios ⇢V /⇢O and ⇢V /⇢X , given by

⇢V

⇢O
=

✓
B

BOV

◆2

,
⇢V

⇢X
=

B

BXV
, (26)

where

BOV = 7.8⇥1013
✓

µg2 cos↵

ZGE1 sin2
✓kB

◆1/4 
f

T
1/8
6

!
G, (27)

BXV = 7.1⇥1016
✓
µg2 cos↵
ZGE3

1

◆1/2 
f
2 sin ✓kB

T
1/4
6

!
G. (28)

Clearly, the condition B ⌧ BXV or ⇢V ⌧ ⇢X is satisfied for
almost all relevant NS parameters of interest, while BOV defines
the critical field strength for the 90� polarization swing (see Figs. 3-
4): If B . BOV, the emergent radiation is dominated by the X-
mode for E . Ead and by the O-mode for E & Ead; if B & BOV,
the X-mode is dominant for all E’s.

We can quantify the role of BOV more precisely by estimat-
ing how vacuum resonance affects the photon decoupling densities.
In the limit of no mode conversion (i.e. E ⌧ Ead), it is appropri-
ate to consider the transport of X-mode and O-mode, with the mode
opacities modified around the vacuum resonance (see Fig. 2). The
O-mode opacity has a dip near ⇢ = ⇢V (where ⇠ ' sin2

✓kB/2),
and since the resonance width �⇢/⇢V ⌧ 1, the decoupling density
⇢O0 is almost unchanged from the no-vacuum value, i.e. ⇢O0 ' ⇢O .
On the other hand, the X-mode opacity has a large spike at ⇢ = ⇢V

(where ⇠ = sin2
✓kB/2) compared to the off-resonance value

(⇠ ⇠ u
�1
e ). The X-mode optical depth across the resonance (from

⇢V ��⇢ to ⇢V +�⇢) is of order �⌧V ⇠ ✏(⇢V /⇢O)
2, where ✏ is

!!
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E & Ead

Figure 3. A schematic diagram illustrating how vacuum resonance affects
the polarization state of the emergent radiation from a magnetized NS atmo-
sphere. This diagram applies to the B . BOV regime so that the vacuum
resonance density ⇢V is less than the O-mode decoupling density ⇢O . For
E . Ead, the photon evolves nonadiabatically across the vacuum reso-
nance (for ✓kB not too close to 0), thus the emergent radiation is dominated
by the X-mode. For E & Ead, the photon evolves adiabatically, with its
plane of polarization rotating by 90� across the vacuum resonance, and thus
the emergent radiation is dominated by the O-mode. The plane of linear po-
larization at low energies is therefore perpendicular to that at high energies.

given by Eq. (4). Thus the modified X-mode decoupling density is
⇢X0 ' ⇢V for �⌧V & 1 and

⇢X0 ⇠ ⇢X

h
1� ✏

�
⇢V /⇢O

�2i1/2 (29)

for �⌧V . 1.
In the limit of complete mode conversion (i.e. E � Ead),

it is appropriate to consider the transport of (+)-mode and (�)-
mode, with the mode opacities exhibiting a discontinuity at ⇢ = ⇢V

(see Fig. 2). The (+)-mode decoupling density ⇢+ is given by

⇢
2
+ ' ⇢

2
O +

✓
1 +

⇠X

⇠O

◆
⇢
2
V ' ⇢

2
O + ⇢

2
V . (30)

The (�)-mode decoupling density ⇢� is only affected by the vac-
uum resonance if ⇢O > ⇢V . Thus

⇢� = ⇢O for ⇢O < ⇢V (31)

and

⇢
2
� = ⇢

2
V +

⇠O

⇠X

⇣
⇢
2
O � ⇢

2
V

⌘
for ⇢O > ⇢V (32)

For general E’s with partial mode conversion, the emergent
mode intensities are approximately given by

IO,e ' 1
2
PJB⌫(⇢O) +

1
2
(1� PJ)B⌫(⇢�), (33)

IX,e ' 1
2
PJB⌫(⇢X0)PJ +

1
2
(1� PJ)B⌫(⇢+), (34)

where (for example) B⌫(⇢O) is the Planck function evaluated at
⇢ = ⇢O . These results are schematically depicted in Figs. 3-4.

Small magnetic field case
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In our community, this type of calculation is very familiar…

Figure 1. Tadpole diagram for calculating the expectation value of the density.

Figure 2. One-loop diagram for the photon polarization tensor.

The overall minus sign appears from the fermion loop. Then, it is straightforward to take the

trace using eq. (2.3) to find

hn(0)i =
1X

l=0

Z
d2p?
(2⇡)2

e�2⇠p(�1)l
h
Ll(4⇠p)� Ll�1(4⇠p)

i
T

1X

n=�1

Z
dpz
2⇡

4p̃0

p̃
2
k �m

2
l

=
eB

8⇡

1X

l=0

Z 1

0
du e�u/2(�1)l

h
Ll(u)� Ll�1(u)

i
⇥

⇥
Z 1

�1

dpz
2⇡

2
h
nF(El(pz)� µ)� nF(El(pz) + µ)

i

=
eB

2⇡

1X

l=0

↵l

Z 1

�1

dpz
2⇡

h
nF(El(pz)� µ)� nF(El(pz) + µ)

i
, (2.8)

where El(pz) :=
q

p2z +m
2
l is the electron energy at the Landau level l. From the first to

the second line, u = 4⇠p is introduced, so that we can use the formula:
R1
0 du e�u/2

Ll(u) =

2(�1)l. The Matsubara sum leads to nF that is the Fermi-Dirac distribution function:

nF(E) :=
1

eE/T + 1
. (2.9)

In the last line ↵l represents the spin degeneracy factor, i.e., ↵0 = 1 and ↵l>0 = 2. We can

easily check that the above expression for hn(0)i is reduced to the standard expression in the

limit of vanishing B.

– 5 –

The polarization (or the pair annihilation/creation) is:

Ghosh, Shovkovy, Wang (2024)

Fukushima-Hidaka-Uji 
(comming very soon)

We can (should) apply our technology to their physics!
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Phase Diagram at Finite Angular Velocity

Angular Velocity ~ Finite Density
Chen-Fukushima-Huang-Mameda (2015)

H → H − J ⋅ Ω ⇔ H − Nμ 4
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FIG. 3: The phase diagram on T -! plane (see text).

(rather than the fermion-anti-fermion) superconducting
pairing phenomenon in the presence of rotation. In the
QCD context, this is the color superconductivity at high
density and low temperature (see e.g. [37] for a recent
review). Quite di↵erent from the chiral condensate, the
diquark pairing state has the spatial angular momentum
(for the relative orbital motion) L = 0 while the total
spin S = 0 (i.e. antisymmetric combination of the two
individual quark spins), again with the total angular mo-
mentum J = 0 for the pair. We use the same NJL model
and for simplicity we focus on the low-temperature high-
density region where the chiral symmetry is already re-
stored. Assuming a mean-field 2SC diquark condensate

�✏↵�3✏ij = �2Gd

D
i ↵

i C�
5 �

j

E
the grand potential in

this case is given by:

⌦ =

Z
d3~r

⇢
�2

4Gd
� 1

16⇡2

X

n

Z
dk2t

Z
dkz

⇥ [Jn(ktr)
2 + Jn(ktr)

2]

⇥NfT


(Nc � 2)

⇣
ln

⇣
1 + e✏

+
n /T

⌘
+ ln

⇣
1 + e�✏+n /T

⌘

+ ln
⇣
1 + e✏

�
n /T

⌘
+ ln

⇣
1 + e�✏�n /T

⌘⌘

+2
⇣
ln

⇣
1 + e✏

�+
n /T

⌘
+ ln

⇣
1 + e�✏�+

n /T
⌘

+ ln
⇣
1 + e✏

��
n /T

⌘
+ ln

⇣
1 + e�✏��

n /T
⌘⌘� �

(9)

In the above the mean-field quasiparticle dispersion ✏±n
and ✏�±

n is given by ✏±n = (
p
k2z + k2t +m2±µ)�(n+ 1

2 )!

and ✏�±
n = [(

p
k2z + k2t +m2 ± µ)2 +�2]

1
2 � (n+ 1

2 )!.
The mean-field diquark condensate � at given values of
temperature T , chemical potential µ and rotation !, can
then be determined from the self-consistency equation
through variation of the order parameter: �⌦

��(r) = 0 and
�2⌦

��(r)2 > 0. By numerically solving the equation, we show

in Fig. 4 the � (at radius r = 0.1GeV�1) as a function of

! for several values of T and fixed µ = 400MeV. One can
see that with increasing !, the diquark condensate always
decreases toward zero, through a 1st-order transition at
low T while a smooth crossover at higher T . This result
again confirms the generic rotational suppression e↵ect
on the scalar diquark pairing.

FIG. 4: The mean-field diquark condensate � (at radius r =

0.1GeV
�1

) as a function of ! for several values of T and fixed

value of µ = 400MeV.

Summary and Discussions.— In summary, we have
found a generic rotational suppression e↵ect on the
fermion pairing state with zero angular momentum. This
e↵ect is demonstrated for two well-known pairing phe-
nomena in QCD matter, namely the chiral condensate
and the color superconductivity. The scalar pairing
states in these two examples, while di↵erent in many
aspects, are both found to be reduced with increasing
rotation of the system. In the case of chiral phase transi-
tion, we have identified the phase boundary with a criti-
cal point on the T � ! parameter space.
The rotational e↵ects on pairing phase transitions may

bear interesting implications for a number of physics sys-
tems. The phase diagram of QCD matter on T �! plane
could be quantitatively explored by ab initio lattice sim-
ulations which has recently become feasible [8]. In heavy
ion collisions there is sizable global angular momentum
carried by the hot dense matter (as recently computed
in e.g. [6]): such rotational motion may cause the chiral
restoration to occur at lower temperature as our results
imply, and may bear measurable consequences (e.g. for
dilepton emissions). In the case of neutron stars, the
dense QCD matter is under global rotation which may
reduce the chiral as well as diquark or nucleon-nucleon
pairings and may a↵ect the moment of inertia for such
stars [27, 28]. In the non-relativistic domain, the cold
fermionic gas is an ideal place to study the rotational
suppression e↵ect on the fermion pairing and the very
interesting BCS-BEC crossover phenomenon [38–41]. Fi-
nally, while in this paper we limit ourselves to the study
of slow rotation e↵ects, it is worth commenting that

Jiang-Liao (2016)

This is a phase diagram 
at zero distance 
(at the rotation center). 
No orbital angular mom.!

Talk by Zhu
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Expected behavior of phase transition

Increasing 
Function

Decreasing 
Function

High-T 
Confined 
State???

Imaginary variable

Tc
T(Ω2

I ) → T(−Ω2)

Finite Imaginary Angular Velocity
Angular velocity breaks Hermiticity of the Dirac operator 
and the sign problem is turned on… ( )J ⋅ Ω ∼ Nμ
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Chen-Fukushima-Shimada (2022)

Deconfined

?

Confined

Adiabatic
ContinuityTemperature Dimensionless 

Imaginary 
Rotation

= ΩI /T
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Temperature

Baryon/Quark
Chemical Potential

Angular Velocity

Imaginary
Angular Velocity

Quark Gluon
Plasma

Quark Matter

Weak-coupling
Confined Phase

Strong-coupling
Confined Phase

New approach to confinement physics
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Rotating GPY-Weiss potential

the scalar one. Each eigenmode has four polarization degrees of freedom, and two
out of four are canceled by the ghost contribution. After some calculations, we
arrive at the Polyakov loop potential resulting from the two physical (transverse)
modes as

Vg(�; ⌦̃I) =
T

4⇡2

X

↵2�

X

l2Z

Z 1

0
k?dk?

Z +1

�1
dkz

⇥
h
J

2
l�1(k?r) + J

2
l+1(k?r)

i
Re ln

⇣
1 � ei�·↵�i⌦̃Il��|k|

⌘
. (7)

For notational brevity, we introduced a dimensionless imaginary angular veloc-
ity; ⌦̃I = ⌦I/T . By expanding the logarithm, we can perform the momentum
integration to simplify the above form into

Vg(�; ⌦̃I) = �
2T

4

⇡2

X

↵2�

1X

n=1

cos(n� · ↵) cos
⇣
n⌦̃I

⌘

n
n2 + 2r̃2⇥1 � cos

⇣
n⌦̃I

⌘⇤o2 . (8)

The potential is dependent on the dimensionless radial distance; r̃ = rT . The po-
tential is minimized at the optimal value of �, and the Polyakov loop expectation
value, L(�), is evaluated accordingly. The denominator has singularities at r̃ , 0
even for � = 0 (i.e., free theory), which is consistent with Ref. [43].

Specifically, for the S U(3) Yang-Mills theory, the background gauge field is
AB4 = (�1T

3 + �2T
8)/g�, where T

3 and T
8 constitute the Cartan subalgebra of

su(3). The traced Polyakov loop in the fundamental representation of S U(3) is

|L| = 1
3

�����tr exp
✓
ig
Z �

0
AB4 d⌧

◆����� =
1
3

s

4 cos2
⇣�1

2

⌘
+ 4 cos

⇣�1

2

⌘
cos
⇣ p3�2

2

⌘
+ 1 . (9)

In our previous work [36], we showed that confinement, |L| = 0, is realized for
⌦̃I � ⇡/2 at r̃ = 0.

It is a straightforward exercise to find the global minima of the potential (8)
for r̃ , 0. Figure 1 shows the results from such extensive analyses of Eq. (8) for
S U(2) (left) and S U(3) (right). It is notable that both cases generally develop r-
dependent spatial structures. For the S U(2) case as shown in the left of Fig. 1, the
Polyakov loop changes to zero, indicating confinement, with second-order phase
transition as ⌦̃I grows up. In the previous paper [36], we focused on two edges of
r̃ = 0 and ⌦̃I = ⇡ only. Our present results imply that, for ⌦̃I ' 3⇡/4 for example,
there should appear a spatial interface separating the confined phase for r̃ . 0.5
and the deconfined phase for r̃ & 0.5. We can confirm a qualitatively similar trend

5

Singular for 
analytical cont.The singularity physically represents 

the violation of causality if the boundary is not imposed.

Ghosts (confining potential) are not affected at  
because they are spin-0 particles.

r = 0

Chen-Fukushima-Shimada (2022)

Talk by Singha
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SU(2) Pure YM SU(3) Pure YM

More “deconfined” for farer from the center 
→ Real rotation would favor “confinement” ?

Chen-Fukushima-Shimada (2024)
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Braguta-Chernodub-Roenko (2023)
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Figure 1: (top) The distribution of the local Polyakov loop in x, y-plane for lattice of size 5 ⇥ 30 ⇥ 1812 with open boundary conditions at
the fixed on-axis temperature T = 0.95 Tc0 and di↵erent imaginary angular frequencies (also shown as imaginary velocities at the boundary,
v2
I ⌘ (⌦IR)2 = 0.04, 0.12, 0.24, 0.48) with R = 13.5 fm. (bottom) The Polyakov loop at the x axis. The vertical lines mark the phase

boundaries with shaded uncertainties. The violet (blue) data points correspond to periodic (open) boundary conditions. Movies on the phase
evolution with increasing ⌦I are available as ancillary files [37].

implying that hLi = 0. In the deconfinement phase, on
the contrary, hLi 6= 0, the quark’s free energy is finite,
FQ 6= 0, and the quarks can exist as free states. The
expectation value of the Polyakov loop serves as a reliable
order parameter that distinguishes two phases in a static,
non-rotating SU(3) gluon plasma.

5. Emergence of the inhomogeneity

Quark-gluon plasma, slightly above the deconfining
phase transition, resembles more a liquid than a gas. Our
experience tells us that if a liquid is rotated –think about
a rotating glass of water– then it becomes inhomogeneous
due to the centrifugal force, which literally pushes the liq-
uid outwards the axis of rotation. Therefore, we suspect
that the gluon plasma develops inhomogeneity in a rotat-
ing state, and this inhomogeneity has an imprint on its
phase structure, with the phases close to the axis of rota-
tion and far from the axis of rotation being di↵erent.

In Fig. 1, we show a local structure of the Polyakov loop
in the gluon plasma for a fixed temperature and various
values of ⌦I . The lattice data demonstrates that gluody-
namics subjected to imaginary rotation generates an in-
homogeneous two-phase structure in thermal equilibrium.
There are three notable features of the system:

1. Imaginary rotation produces the deconfinement phase
outside of the rotation axis while the region near the
axis stays in the confinement phase. The deconfine-
ment region approaches the rotation axis with the in-
crease of ⌦I ;

2. The outer, deconfining region appears even if the tem-
perature at the rotation axis, T , is lower than the
deconfining temperature Tc0 of a non-rotating gluon

matter, T < Tc0 (so that the whole non-rotating sys-
tem would reside in the confining phase at this tem-
perature);

3. As the on-axis temperature increases, the radius of
the inner confining region shrinks.

On the contrary, if the on-axis temperature T is higher
than the deconfining temperature of a non-rotating sys-
tem, T > Tc0, then the two-phase structure does not
emerge, and the whole imaginary-rotating system resides
in the deconfinement phase.

Finalizing this section, we stress that the central confin-
ing regions in Fig. 1 have the form of a disk, despite the
lattice having a square shape, thus signaling the expected
restoration of the rotational symmetry and implying that
we work in the physical domain of lattice coupling close to
the continuum limit. Moreover, the boundary conditions
a↵ect the local phase structure only very near the bound-
ary. The latter property is a result of the short-range
nature of the screening, which implies that the boundary
e↵ects on the phase structure are negligible [23].

6. Size of the inhomogeneity

In order to quantitatively study the inhomoge-
neous phase, it is convenient to introduce the local
(pseudo)critical temperature on the rotation axis Tc(r) for
which the system undergoes confinement/deconfinement
phase transition at a distance r. One has a confinement
phase at distances smaller than r and a deconfinement
phase at distances larger than r. The local (pseudo)critical
temperature is associated with the position of the peak of
the Polyakov loop susceptibility, �L =

⌦
|L|

2
↵

� h|L|i
2 in

the parameter space.

3

More “deconfined” for farer from the center 
→ Real rotation would favor “confinement” ?

Talks by Braguta/Roenko
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Figure 2: Temperature Tc(r), shown in units of the ⌦ = 0 crit-
ical temperature Tc0 of the non-rotating system, which should be
imposed at the axis of rotation (r = 0) in order to produce the de-
confinement phase transition at the distances larger than r from the
rotation axis for the gluonic system rotating at various values of the
imaginary angular velocity vI = ⌦IR. The dashed lines are the best
quadratic fits by Eq. (5). The insets show the arrangement of the
phases for each fixed vI and the best-fit parameters vs. vI .

At a fixed distance r from the rotation axis, the ex-
pectation value of the Polyakov loop and its susceptibility
can only be evaluated at a finite number of spatial points
proportional to the lattice extension Lz. Since our cal-
culations are performed at finite Lz, a small volume of
this lattice submanifold leads to high uncertainty in the
determination of the critical temperature. To reduce the
associated statistical error, we calculated the mentioned
quantities within a thin cylinder (r � �r/2, r + �r/2). We
justified our approach by demonstrating numerically that
the finiteness of �r brings only a minor systematic error to
the estimation of the critical temperature [38].

In Fig. 2, we present the local (pseudo)critical tempera-
ture Tc(r) as a function of distance to the rotation axis for
various imaginary angular frequencies, obtained for the av-
eraging width �r ·T = 3 on the lattice with Nt = 5. In the
absence of rotation, at ⌦I = 0 (not shown in the figure),
there is no dependence of the critical temperature at the
center on r since the transition appears simultaneously in
the whole system. At any nonzero value of ⌦I , the critical
temperature at the rotation axis diminishes with the in-
crease of the distance r from the axis of rotation, implying
that the imaginary rotation facilitates the transition to the
deconfined phase outside of the rotation axis. The stronger
the imaginary rotation, the lower the on-axis temperature
should be to produce the deconfinement in the medium. 1

For a moderate radius r . 0.5R, the critical temperature
can be fitted, as a function of r, by the simple quadratic

1The small-r gap in the data presented in Fig. 2 is a result of the
finite thickness �r of the cylindrical averaging manifold mentioned
earlier. A decrease in �r closes the gap and increases the statistical
errors while leaving our conclusions unchanged.

formula:

Tc(r, ⌦I)

Tc0
=

Tc(⌦I)

Tc0
� (⌦I)(⌦Ir)

2 , (5)

where the transition temperature on the rotation axis, Tc,
and the dimensionless “vortical curvature”  serve as the
fitting parameters.2 The best fits for various angular fre-
quencies are shown in the main plot of Fig. 2.

7. On-axis transition and vortical curvature

The results for the fit parameters are shown in the in-
set of Fig. 2, where the systematic uncertainties associated
with the averaging width are taken into account. While
both fitting parameters of Eq. (5) should, in general, de-
pend on the imaginary frequency ⌦I , our data, shown in
the inset of Fig. 2 as functions of the imaginary veloc-
ity at the boundary vI , unexpectedly indicates that this
dependence is almost absent. We believe that this tiny
dependence –within a few percent of accuracy– might be
attributed to finite Nz e↵ects.

Our result is even more surprising given that the criti-
cal temperature of the deconfining transition in all analytic
calculations available so far is predicted to exhibit a signif-
icant dependence on rotation [4–16, 19]. In addition, the
previous numerical results that have found a dependence
of the critical temperature on ⌦I without specifying the
distance of the center of rotation [22–27] should be under-
stood as the bulk-averaged results. We found a minor de-
pendence of our results on the lattice spacing and obtained
a value  = 0.902(33) after continuum limit extrapolation
using the data for Nt = 4, 5, 6.

8. Violation of the Tolman-Ehrenfest law

The temperature of a system in the thermodynamic
equilibrium in an external static gravitational field de-
pends on the coordinates r and obeys the well-known
Tolman-Ehrenfest (TE) law [40, 41]:

p
g00(r)T (r) = T0 =

const. For a rotating system (2), the TE law gives:

T (r) =
T0

p
1 � ⌦2r2

=
T0p

1 + ⌦2
Ir

2
, (6)

where T0 is the temperature at the rotation axis (r = 0).
The last relation in Eq. (6) corresponds to the case of imag-
inary rotation. To simplify notations, we use the on-axis
temperature T0 ⌘ T , Eq. (6), to refer to the temperature
of the gluon plasma.

The TE law (6) suggests that real rotation e↵ectively
heats the system outside of the rotation axis. This fact

2The vortical curvature  resembles the finite-density curvature
of the QCD phase transition at small values of the baryonic chemical
potential [39].

4

This trend 
agrees with 
pQCD !!!Spin effect 

does not 
show up… 
Artifact? 
New physics?
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Not a standard “deconfined” phase

This is a testable prediction for lattice!

Figure 2: S U(3) e↵ective potential as a function of �1 and �2 for ⌦̃I = ⇡/2 (left) and ⌦̃I = ⇡
(right) with r̃ = 0 fixed. The dark (light) colored region has smaller (larger) potential values. The
triangular domain indicated by the red line is su�cient for the minimum search.

Figure 3: S U(3) e↵ective potential for r̃ = 0 (left) and r̃ = 0.5 (right) with ⌦̃I = ⇡ fixed.

visualized by the pattern in Fig. 2 does not change by 2⇡/3 rotation but the phase
of the Polyakov loop, L, does. The center of the triangle at (4⇡/3, 0) corresponds
to L = 0, that is, a center symmetric vacuum. Although the potential minima may
break center symmetry, the charge conjugation symmetry is never broken.

We point out a nontrivial observation in Fig. 2; an emergent symmetry is re-
alized at ⌦̃I = ⇡/2. We observe a reflective mirror on the line of �1 = ⇡. This
emergent symmetry comes from the vanishing of odd-n terms in the one-loop po-
tential (8) at ⌦̃I = ⇡/2 and exists for not only r̃ = 0 but any radius. It could be
either a one-loop artifact or a genuine symmetry. In the latter case, it has to be a
non-invertible symmetry like that in the 2D critical Ising model since it exchanges
the unbroken and broken vacua.

7

Perturbative 
vacua are 
not stable!?

Chen-Fukushima-Shimada (2024)
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Accidental “emergent symmetry” ???

Z(2) symmetry that didn’t exist…?
Figure 2: S U(3) e↵ective potential as a function of �1 and �2 for ⌦̃I = ⇡/2 (left) and ⌦̃I = ⇡
(right) with r̃ = 0 fixed. The dark (light) colored region has smaller (larger) potential values. The
triangular domain indicated by the red line is su�cient for the minimum search.

Figure 3: S U(3) e↵ective potential for r̃ = 0 (left) and r̃ = 0.5 (right) with ⌦̃I = ⇡ fixed.

visualized by the pattern in Fig. 2 does not change by 2⇡/3 rotation but the phase
of the Polyakov loop, L, does. The center of the triangle at (4⇡/3, 0) corresponds
to L = 0, that is, a center symmetric vacuum. Although the potential minima may
break center symmetry, the charge conjugation symmetry is never broken.

We point out a nontrivial observation in Fig. 2; an emergent symmetry is re-
alized at ⌦̃I = ⇡/2. We observe a reflective mirror on the line of �1 = ⇡. This
emergent symmetry comes from the vanishing of odd-n terms in the one-loop po-
tential (8) at ⌦̃I = ⇡/2 and exists for not only r̃ = 0 but any radius. It could be
either a one-loop artifact or a genuine symmetry. In the latter case, it has to be a
non-invertible symmetry like that in the 2D critical Ising model since it exchanges
the unbroken and broken vacua.

7
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In this work, we also quantify the spatial inhomogeneity. In Fig. 3, we plot
the Polyakov loop potential for r̃ = 0 (confined phase) and r̃ = 0.5 (deconfined
phase) at ⌦̃I = ⇡ in the S U(3) case. It is intriguing that the potential minima
are located in a di↵erent way from the ordinary perturbative vacuum where three
vertices of the triangle minimize the potential. In this sense, this deconfined phase
discovered in the upper right region in the right panel of Fig. 1 may have exotic
properties di↵erent from the ordinary one.

We mention the di↵erence from the previous arguments [27] based on the
Tolman-Ehrenfest (TE) e↵ect. In our calculation, we treat T as a Lagrange multi-
plier to conserve the total energy. By construction, T is a global variable without
r dependence. Therefore, in our study, we do not need to introduce the apparent
temperature as a result of the TE e↵ect. Nevertheless, the calculations naturally
lead to r dependent structures.

3. Chiral symmetry breaking in the perturbatively confined phase

We can repeat similar calculations including dynamical quark contributions
that break center symmetry explicitly. We can also address a relation between
confinement and chiral symmetry breaking from two (approximate) order parame-
ters, namely, the Polyakov loop and the dynamical quark mass, m, which is rooted
in the chiral condensate. In the perturbative treatment, the pressure (the free en-
ergy) is maximized (minimized) for m = 0, and the dynamical mass generation is
energetically disfavored. It is quite interesting what would happen in the pertur-
batively confined phase with imaginary rotation.

The theoretical treatments of fermions in the rotating frame are found in Refs. [7,
30, 44]. We should be careful about the fact that the Polyakov loop coupling with
quarks is given by the fundamental representation. We can calculate the fermionic
partition function by imposing an aperiodic thermal boundary condition or equiv-
alently considering the ordinary anti-periodic boundary condition in the rotating
frame. In this paper, for fermions, we choose the latter and the fermionic partition
function is the determinant of the Dirac operator �µGB µ +m in the rotating frame,
i.e.,

ZfT,! = Det(�µGB µ + m) . (10)

Here, GB µ = Dµ��µ is the covariant derivative including the AB4 background field
with �µ = � i

4�
i j !µi j, where �i j = i

2 [�̂i, �̂ j] and !µi j = g⇢� e
⇢

i

⇣
@µe �j + �

�
µ⌫ e

⌫
j

⌘
.

We denote the gamma matrices of the flat space-time by �̂i and �µ = e
µ

i
�̂i. After

all, we arrive at the expression for the Polyakov loop potential per one fermion

8

Chen-Fukushima-Shimada (2024)
Adding “free” fermions with dynamical mass

Search for the potential minimum of the Polyakov loop 
and the dynamical mass.

Once symmetry breaking is turned on, the mass blows up.

We may introduce a model such as NJL, but this is 
the model-independent analysis based on QCD!
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Chen-Fukushima-Shimada (2024)
SU(2) full (2 flavor) SU(3) full (2 flavor)

Almost correlated… but SU(3) is terribly complicated!
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Polyakov loop Chiral condensate

It seems that fermion mass dictates the Polyakov loop.
Chen-Fukushima-Shimada (2024)

Talk by Singha
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Chen-Fukushima-Huang-Mameda (2015)

2

netic inhibition” in short.
In this paper, we investigate the Dirac equation with

both rotation and magnetic field and apply the resulting
energy dispersion relation to a fermionic e↵ective model.
The solution of the Dirac equation indicates that the
modified Landau levels with rotation have nondegener-
ate spectrum with angular momentum dependence. We
adopt the NJL model and impose both the magnetic field
and rotation to find chiral restoration that is driven by
increasing magnetic field especially at strong coupling.
Finally we will discuss possible physical implications of
our results to several experimental setups.

II. DIRAC EQUATION IN A ROTATING
FRAME

In curved spacetime generally the Dirac equation with
electromagnetic fields can be written as

⇥
i�

µ(Dµ + �µ)�m
⇤
 = 0 (1)

with the covariant derivative Dµ ⌘ @µ + ieAµ and e > 0
being the charge of the Dirac fermion. As usual, the
A�ne connection �µ is defined in terms of the metric
gµ⌫ or the spin connection !µij and the vierbein e

µ
i as

�µ = �
i

4
!µij�

ij
,

!µij = g↵�e
↵
i (@µe

�
j + ��

⌫µe
µ
j ) ,

�
ij =

i

4
[�i, �j ] .

(2)

The Greek and the Latin letters denote the indices in
coordinate and tangent space, respectively.

We can implement rotation by specifying the metric
characterized by the angular velocity vector, ⌦ = ⌦ẑ,
and the metric then takes the following form:

gµ⌫ =

0

B@

1� (x2 + y
2)⌦2

y⌦ �x⌦ 0
y⌦ �1 0 0
�x⌦ 0 �1 0
0 0 0 �1

1

CA . (3)

In the following calculation we adopt

e
t
0 = e

x
1 = e

y
2 = e

z
3 = 1 , e

x
0 = y⌦ , e

y
0 = �x⌦ , (4)

and the other components are zero, which gives the
metric (3). We shall choose the symmetric gauge in
the inertial frame and use the vector potential, Ai =
(0, By/2,�Bx/2, 0), which results in B = Bẑ with B a
constant. We can then give an explicit form of the Dirac
equation under rotation and the magnetic field, that is,

h
i�

0(@t � x⌦@y + y⌦@x � i⌦�12) + i�
1(@x + ieBy/2)

+ i�
2(@y � ieBx/2) + i�

3
@z �m

i
 = 0 . (5)

We can solve this di↵erential equation to obtain the wave-
function as explained in App. A. For our purpose to study
the vacuum structure, we do not need the wave-function
but only the energy spectrum is su�cient.

It is easy to deduce the eigen-energies of Eq. (5) at
finite ⌦ from the ⌦ = 0 case. In this case the prob-
lem is reduced to solving the ordinary Dirac equation in
an external magnetic field. It is a well-known fact that
charged spin-s particles have the energy dispersion rela-
tion in B = Bẑ (eB > 0) as

E
2 = p

2
z + (2n+ 1� 2sz)eB +m

2 (6)

with non-negative integer n. Compared with that with-
out rotation, the Dirac equation (5) with rotation has
additional pieces of

�i(x⌦@y + y⌦@x) + ⌦�12 = ⌦(L̂z + Ŝz) . (7)

We denote the eigenvalues for L̂z and Ŝz as ` and sz,
respectively. We can regard E + ⌦(` + sz) as the en-
ergy eigenvalue in the inertial frame. In this way we can
reach the expression of the energy dispersion relations
from Eq. (5) given by

h
E + ⌦(`+ sz)

i2
= p

2
z + (2n+ 1� 2sz)eB +m

2
. (8)

In what follows we discuss some features of Dirac
fermions in a rotating frame.

(I) First, we make a comment on the Lorentz force in
a rotating frame. The gauge fields are transformed in a
rotating frame into the following form:

Aµ = Aie
i
µ = (�B⌦r2/2, By/2,�Bx/2, 0) , (9)

which leads to an electric field; E = �rA0 =
B⌦(x, y, 0). Hence, näıvely, one may want to identify
this E as the Lorentz force:

F = ev ⇥B = eB⌦(x, y, 0) , (10)

where v = ⌦(�y, x, 0) is the velocity vector at (x, y, 0)
caused by rotation. However, A0 = �B⌦r2/2 does not
appear in Eq. (5) because the gamma matrix �t = �

i
e
t
i

cancels it out. Therefore, rotation does not induce any
electromagnetic e↵ect. This is an important point that
ensures our later discussion on the similarity between ro-
tation and finite density for relativistic theories.

(II) Let us take a closer look at the comparison of
Eqs. (6) and (8). Without rotation, Eq. (6) expresses
the ordinary Landau quantization in which the motion
on the xy-plane is characterized by n only instead of
(px, py). Each Landau level has degeneracy associated
with some quantum number; when the area of the xy-
plane is S, the degeneracy factor for each Landau level
is gauge independent and given by

N =

�
eBS

2⇡

⌫
. (11)
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ten with two independent ladder operators as |n,mi =
(a†)n(b†)m|0, 0i/

p
n!m! with a = (⇧x + is⇧y)/

p
2|eB|

and b =
p

|eB|/2 (X � isY ). Here X = x + ⇧y/(eB)
and Y = y�⇧x/(eB) are the coordinate variables of the
guiding center of the cyclotron motion. The longitudi-
nal component Lkin = x⇧y � y⇧x can be represented as
follows [2]:

Lkin = ⇤+�, ⇤ = �s(2a†a+ 1), � = is(a†b† � ab).
(1)

The operator ⇤ corresponds to the circular motion
around the guiding center, as one can check ⇤ = (x �
X)⇧y � (y � Y )⇧x. The form of ⇤ is intuitively under-
standable. For eB > 0, the sign should be negative, as
the cyclotron motion is clockwise on the xy-plane. The
magnitude should be characterized by a†a so that higher
Landau levels have small angular momentum. Also this
is irrelevant to b and b†, as a result of the translational
symmetry. On the other hand, the purely o↵-diagonal �
describes to the orbital motion around the system center,
because of � = X⇧y �Y⇧x. This obviously violates the
translational symmetry, and thus gives no contribution
to usual problems.

Partition function.—The gauge dependence of angular
momentum becomes more crucial in the thermodynamics
of rotating matter. We consider an external rotation with
angular velocity ⌦ = ⌦ẑ. Then, the partition function
is described as the Hamiltonian shifted by the rotational
energy [14, 15]:

Z = tr exp
h
��(H � ⌦J )

i
(2)

with the inverse temperature � = T�1. Here H and
J are a Hamiltonian and the canonical angular momen-
tum along ẑ, respectively. The expression (2) is o↵ered
by the maximum entropy principle in systems with the
rotational symmetry, and it seems that under an exter-
nal electromagnetic field, the theory is gauge dependent
because of J . This pathology is cured, however, if H
compensates the gauge-dependence of J . Namely, the
Hamiltonian should be written as

H = H0 + ⌦JEM (3)

with H0 being the gauge-invariant and ⌦-independent
part. Then Eq. (2) becomes the gauge invariant form as

Z = tr exp
h
��(H0 � ⌦Jkin)

i
, (4)

where Jkin = J � JEM. This is more plausible than
Eq. (2), in the sense that the physical angular momentum
accounts for the rotational energy. We note that Eq. (4)
is also derived as a specific form of the covariant density
operator [16, 17].

The necessity of the second term in Eq. (3) can also be
explained in the classical electromagnetism [18]. Suppose

that a charged particle is rotating with ⌦ = ⌦ẑ on the
circle with a radius r = (x2 + y2)1/2. This particle has
the velocity v = r⌦✓̂ with the azimuthal angle ✓. If
we apply a magnetic field B = Bẑ, the particle feels a
drift force F drift = ev ⇥ B = eB⌦r. Then, the motion
of the particle is no longer circular as the particle flows
outwardly (inwardly) for eB > 0 (eB < 0). The only
way to maintain a circular motion is further to apply an
electric field which eliminates the drift force. Such an
additional electric field is generated by the second term
in Eq. (3). In fact, one can show that the symmetric
gauge A = (A1, A2, A3) = (�By/2, Bx/2, 0) leads to
�r(⌦LEM) = �F drift with LEM = e(xA2 � yA1). In
many-body physics, the sustention of the circular motion
corresponds to the equilibration of rotating magnetized
systems. Hence, ⌦JEM in Eq. (3) is required from the
viewpoint of the thermodynamic stability.

Hereafter, we focus on the rotating magnetized rel-
ativistic Dirac fermions. The partition function is de-
scribed by Eq. (4) with

H0 =

Z
d3x  ̄(�i�iDi +M) , (5)

Jkin =

Z
d3x  ̄�0(Lkin + �) . (6)

with a mass M and Di = @i + ieAi. Also we defined
� = i�1�2/2, and Lkin = �i(xDy � yDx) = ⇤ +�. The
partition function is written as the path integral in the
imaginary time formalism. The integration in terms of
fermion fields yields

Z = det
h
�0@⌧ � i�iDi +M � �0⌦(Lkin + �)

i
. (7)

Under strong magnetic field.—A standard manner to
evaluate Eq. (7) is to diagonalize the Dirac operator. Un-
like in Ref. [4], however, the Landau level basis is not
the eigenstate of the Dirac operator due to �. From
the perspective of analysis, the di�culty of the present
eigenvalue problem becomes obvious for the symmetric
gauge Aµ = (0, By/2,�Bx/2, 0). In this case, the cor-
responding di↵erential equation involves a nonharmonic
potential term / r4 = (x2 + y2)2.

Nevertheless, in the lowest Landau level (LLL) approx-
imation, we obtain the analytical expression of Eq. (7).
In this limit, one can ignore the matrix element of D�1

0

for n � 1. Inserting the complete sets the Ritus basis
|n,miR = P+|n,mi + P�|n � 1,mi with the projection
operators P± = 1

2 (1± is�1�2), we straightforwardly com-
pute

lnZ = tr ln(�0@⌧ � i�3@z +M + s�0⌦/2), (8)

where the Landau level n is already traced out. The
evaluation of Eq. (8) is parallel to the finite-density mag-
netized system. After the Matsubara summation, the

Total angular momentum is the conserved quantity, 
but this corresponds to the off-equilibrium situation!
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Consistent with the covariant density operator.

The partition function in equiliburium should be:



Summary

Magnetic field → Precision science 
□ Inhomogeneous phase could be triggered. 
□ Hadron spectra changed by the magnetic field. 

Partial agreement between pQCD and LQCD 
□ Radial dependence is qualitatively consistent. 
□ The remaining puzzle is the behavior at the center. 
□ At the center, only the spin makes the contribution…? 

Rotating B system offers us a test example 
□What is the principle to use either canonical/kinetic?
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