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@ The Agent’s Goal: \
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A Simple Model

1-m 1—q

In this simple model,

@ We consider the environments to be two
states Markov chains.

@ The agent is aware of the parameters n
p= (Pt Pk) =(q1, , qk), —
po=(u1,- s ). @.@
@ We will note the action at time t, T
u(t) = (ul(t),--- ,uK(t)> with
uk(t) € {0,1} such that S35 u(t) = 1
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Belief State

1—px 1—qr
The belief state is represented by (wy, ..., wx) € [0, 1]X.

Pr
The belief state transitions are governed by the following rule: @.o

1-pe  ifR(t)=1 "
we(t+1) = { T(wr(t)) if R(t) = 0 and uy(t) = 1
T(we(t)) if uk(t) =0

with

T(wi) == wi(l = pi) + (1 — wi)qi T (wi) 1= (meldzpo iz,
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Service time

1.0
For Non-preemptive policy, a critical notion is vsl S(w)
the " Effective Service Time": A
0.6
Sew) ==inf{t>1|R(t)=Lw(0)=w}. = |
3
0.4 1
It is the time between the decision and the
next reward. 024
0.0 T T T T 7 T T
0 25 50 75 100 125 150 175 200
t
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Characterization of the Effective Service Time

Proposition
forpe R,
E[ps(“’)] = C(p) + D(p)w
with
. pp?
e C(p) = T—p(2—p—q—u(1—p))+P2(1—p—a)(1—p)
o 1e(1—p)
o D(p) — l_p(2_p—q—ﬂ(l—p))-‘t‘pz(l_p_q)(l_p’)
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Proposition
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. pp?
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o 1e(1—p)
o D(p) — 1_p(2_p_q—u(1—p))+p2(1—P—q)(l_”)

B[S (w)] = p+q+u£7—p—a))

v
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Positively Autocorrelated Chains/

In the non-preemptive case, if all chains are positively auto-correlated, then the optimal policy
is to always serve the chain

k* = argmin E[Sk(1 — pk)] = argmin M
ke{l,..,K} ke{l,..,K} GkHk

and the optimal long-run average reward rate will be

9k*

floer ————
Pk* + Qe
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Positively Autocorrelated Case
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Negatively Autocorrelated Chains

For K = 2, symmetric, negatively autocorrelated, selecting the largest belief state is
Bellman-optimal.
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Negatively Autocorrelated Chains

For K = 2, symmetric, negatively autocorrelated, selecting the largest belief state is
Bellman-optimal.

The expected average reward under this policy when K = 2 is:

C+ D-L -1
*— A+ B Ptq .
& <+ 1—(1—p—L)D>
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Gain of Observation

Proposition

o When the environments are symmetric, (1 — p — q) > 0, the relative Gain of Observability
is
m””(0)
gobs _ gnonfobs 3 nq(E[S(1)] -|_ )K)

Gain = — =
gren—om P+aq
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Gain of Observation

Proposition

o When the environments are symmetric, (1 — p — q) > 0, the relative Gain of Observability
is

*

gots — gronobs _ pq(E[S(L)] + F—g%)
gnon—obs p o q

Gain =

@ In the case of two symmetric environments, (1 — p — q) < 0, the relative Gain of
Observability is

_ m”" (0 C+Dpig
Gain = <E[5(1)] + (1(q));<> <A+ B (1 pp+:j_q)D> -
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Gain of Preemptability

Proposition (Informal)

Under some condition and assuming positive autocorrelation, the relative gain of
preemptability is bounded:

gpre _ gnon—pre 1

f(ca)(p+q) 1< Gain—

< il
1-(A-p—r(a))ma g 1-(1-p—u
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Gain of Preemptability
Proposition (Informal)

Under some condition and assuming positive autocorrelation, the relative gain of
preemptability is bounded:

f (Cl) (p + q) 1 < Gain — gPre — gnon—pre 1

< ~1
A-(1-p—f(a))mq gron—pre [ (R —

Proposition (Informal)

When the environments are negatively autocorrelated, i.e. 1 — p — q < 0 and under some
other condition the relative gain of preemptability is bounded by:

c+D-L Cc+D-4-
A+ B—  Ptq A+ B—— —Pt9
1-(1=p—51-)D 1< Gain< 1-(1—=p—51-)D 1

(U= - LY h(h 1 - g 1 -1, 21,3) 41

(w ﬂq) h(x1, y1, 19, a1,0) + 1 (ea)

(1-n)?
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