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RL Example - Gradient Ascent

For some function f : Θ Ñ R, we consider repeatedly updating the
parameter θ by:

θnew “ θold ` γ∇f pθoldq

where γ ą 0 is a step size.
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The One Shot Game

A game is a triple G “ pN, pAi qiPN , pui qiPNq where:

N is a finite set of players,

pAi qiPN where Ai is the finite set of actions available to player i P N,

pui qiPN where ui :
ś

jPN ∆pAjq Ñ R is the payoff function of
player i P N.

A strategy (or policy) for player i P N is a distribution over player i ’s
actions, denoted σi P ∆pAi q.
A strategy profile is denoted σ “ pσ1, . . . , σ|N|q.

Definition: (Strict) Nash Equilibrium

A strategy profile σ˚ is a (strict) Nash equilibrium if for any player i P N
and any possible strategy πi P ∆pAi qztπ˚

i u, we have
ui pπ

˚
i , π

˚
´i qpąq ě ui pπi , π

˚
´i q.
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Projected Gradient Dynamics

What do we get when we apply gradient ascent to games?

Starting from the initial condition σ0, we consider:

Project Gradient Dynamics

Given the strategy profile in episode n, σn, player i ’s strategy in episode
n ` 1 is

σn`1
i “ proj∆pAi q

pσn
i ` γni ∇iui pσ

nqq

where:

∇iui pσ
nq “ pui pa, σ

n
´i qqaPAi

is the gradient of player i ’s utility with
respect to their strategy,

γni ą 0 is the step size of player i in episode n,

proj∆pAi q
: R|Ai | Ñ ∆pAi q is the Euclidean projection onto ∆pAi q.
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Example: Rock, Paper, Scissors

Rock Paper Scissors

Rock 0, 0 ´1, 1 1,´1

Paper 1,´1 0, 0 ´1, 1

Scissors ´1, 1 1,´1 0, 0
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Generalised Gradients: The q-gradient

In this work, we consider a generalised form the gradient, which we call
the q-gradient for q ě 0.

q-Gradient

vqi ,jpσq “ σq
i ,j

˜

ui paj , σ´i q ´

ř

k σ
q
i ,kui pak , σ´i q
ř

k σ
q
i ,k

¸

.

The term in the parenthesis is the surplus of utility that player i obtains by
playing action aj against a weighted average of the other pure actions.
For q “ 0, we obtain a “normalised” gradient.
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The q-replicator Dynamics

q-Gradient

vqi ,jpσq “ σq
i ,j

˜

ui paj , σ´i q ´

ř

k σ
q
i ,kui pak , σ´i q
ř

k σ
q
i ,k

¸

.

The q-replicator Dynamics

Given the strategy profile in episode n, σn, player i ’s strategy in episode
n ` 1 is

σn`1
i “ proj∆pAi q

`

σn
i ` γni v

q
i pσnq

˘

For q “ 0, we obtain the projected gradient dynamics.
For q “ 1, we obtain the replicator dynamics.
For q “ 2, we obtain the log-barrier dynamics.
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The q-replicator Dynamics

Figure 1: q “ 0

Figure 2: q “ 3
2

Figure 3: q “ 1

Figure 4: q “ 5
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Repeated Games with Finite Recall

In each period, each player i condition their action upon their private
history of the last ℓi periods - own actions and own signals.

Z “
ś

iPN Zi - the set of signal profiles,

q : A Ñ ∆pZ q - the joint distribution of signals

This induces a realised history h “ pat , z tq8
t“0.
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Repeated Games with Finite Recall

Πℓi
i - the set of mixed ℓi -recall strategies of player i .

A strategy profile π P Πℓ –
ś

iPN Πℓi
i generates a distribution over the set

of realisations of the repeated game.

Given a strategy profile π P Πℓ, we denote the (normalised) expected
utility of player i P N as:

Vi pπq :“ p1 ´ δqEh„π

«

8
ÿ

t“0

δtui pa
tq

ff
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Equilibria

Definition: ℓ-recall equilibrium

A strategy profile π˚ P Πℓ is an ℓ-recall equilibrium if for any player i P N
and any ℓi -recall strategy πi P Πℓi

i , we have Vi pπ
˚q ě Vi pπi , π

˚
´i q.

For a strategy profile π P Πℓ, let Spπq be the set of strategy profiles that
induce the same distribution over histories as π.

Definition: ℓ-recall strict equilibrium

A strategy profile π˚ P Πℓ is an ℓ-recall strict equilibrium if for any player i
and any strategy πi P Πℓi

i , we have Vi pπ
˚q ą Vi pπi , π

˚
´i q or

pπi , π
˚
´i q P Spπ˚q.
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The Equivalence Class Spπ˚q

For a strategy profile π P Πℓ, we defined Spπq to be the set of strategy
profiles that induce the same distribution over histories as π.

Properties of Spπq

Spπq is an equivalence class.

For π˚ an ℓ-recall strict equilibrium, Spπ˚q may include strategy
profiles that are not equilibria.

For π˚ an ℓ-recall strict equilibrium, some strategy profiles in Spπ˚q

close enough to π˚ are also strict equilibria.
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The q-Replicator Dynamics for Repeated Games

q-Gradient

vqi ,αpπi , π´i q “ πq
i ,α

˜

Vi peα, π´i q ´

ř

β π
q
i ,βVi peβ, π´i q
ř

β π
q
i ,β

¸

.

where eα is the pure strategy associated to the αth component of πi .

Episode = Repeated Game

The q-replicator Dynamics

Given the strategy profile in episode n, πn, player i ’s strategy in episode
n ` 1 is

πn`1
i “ proj

Π
ℓi
i

pπn
i ` γni v

q
i pπnqq
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Main Result

Theorem: Local Convergence to Strict Equilibrium

Let π˚ P Πℓ be an ℓ-recall strict equilibrium. There exists a neighbourhood
U of π˚ in Πℓ such that, for any η ą 0, for any π0 P U , any p P p12 , 1s, and
any positive m, there are pγi qiPN small enough such that we have the
following: let pπnqnPN be the sequence of play generated by q-replicator
learning dynamics with step sizes γni “

γi
pn`mqp

. Then,

P pπn Ñ Spπ˚q as n Ñ 8q ě 1 ´ η.

This result holds with estimators, if noise is sufficiently small.
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Main Steps of the Proof

Define Dnpπq “ 1
2 }π ´ π˚}

2,

St 1: Dpπn`1q ď Dpπnq ` xvpπq, πn ´ π˚y ` error

St 2: If the initial strategy profile is close to π˚, then with high probability
all πn remain close to π˚ and sum of error terms is bounded

St 3: If all πn remain close to π˚ then πn admits a sub-sequence that
converges to Spπ˚q

St 4: There exists a random variable D8 such that Dpπnq converges to D8

if all πn remain close to π˚
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Conclusion: Folk Theorem

Strict equilibria with finite recall can be learned.

From Barlo, Carmona and Sabourian (2016): any payoff that is feasible
and (strictly) individually rational (with respect to pure minmax) can be
obtained as a subgame perfect equilibrium of the infinitely repeated
games, if full dimension or two players, the recall of the players is
sufficiently long, and they are sufficiently patient.

In fact, for three players or more, we have the folk theorem with mixed
minmax defining the individually rational level as well.
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Generalisations - Imperfect Monitoring

Using REINFORCE, they players obtain an estimator of the q-gradient.
Similarly, if rather than perfectly observing past actions of the opponents,
the players observe a signal from they can infer their realised payoff - they
still can compute such an estimator.
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Imperfect Monitoring - Solution Concepts

If the signal is public, we obtain that any perfect public equilibrium with
finite recall can be learned.

If the signal is private - we obtain convergence to ”equilibria” that are not
necessarily sequential equilibria.
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Mixed vs. Behavioural Strategies
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Behavioural Strategies

We recover the ”traditional” definition of strictness.

A player updates simultaneously behaviour after multiple histories, with
improvement ”while keeping the others fixed”.

Convergence to strict subgame perfect equilibrium with finite recall (same
folk theorems).

Reason - the continues to take place even for counterfactual histories.
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How Coordinated Do the Players Need to Be?

The players need to all use q-replicator with the same q.
The players may have different recall length.
The step-size can be individual, but some parameters should be the same:
γi ,n “

γi
pn`mi q

p for γi ,m ą 0 and p P p0, 12 s.
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Open Questions

Different parameters of step-size

Different q

Basin of attraction

Not self-play

Speed of convergence
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Equilibria and the q-gradient

Lemma: Equivalence of Strict NE to Variational Inequalities

Let q ě 0. Then, a strategy profile σ˚ is a strict Nash equilibrium if and
only if the following two conditions are satisfied:

C(i) For any strategy profile σ, we have xvqpσ˚q, σ ´ σ˚y ď 0.

C(ii) There is ε ą 0 such that for any strategy profile σ P
ś

iPN ∆pAi qztσ˚u

at distance at most ε from σ˚, we have xvqpσq, σ ´ σ˚y ă 0.

C(i) is sometimes known as first order stationarity. For q “ 0, this is
equivalent to the strategy being a Nash equilibrium. Whereas, for q ą 0,
this is equivalent to a ‘selection equilibrium’.
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Approximating the q-gradient

In general, the estimator is a random variable.
For simplicity, we denote this random variable as v̂ni :“ v̂i pπ

nq.

How good does this estimator need to be?
In this setting, the q-replicator dynamics πn is a stochastic process.
We write Fn :“ Fpπ0, ..., πnq for the filtration of the probability space up
to and including episode n. We define

bn “ Erv̂n|Fn´1s ´ vqpπnq and Un “ v̂n ´ Erv̂n|Fn´1s

We assume that bn and Un are bounded such that:

E
“

∥bn∥|Fn´1
‰

ď Bn and E
“

∥Un∥2|Fn´1
‰

ď pσnq2

where Bn “ Opn´lbq and σn “ Opnlσq for lb ą 0 and lσ P
`

0, 12
˘

.
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Main Result

For estimators v̂ni that satisfy the above conditions, we obtain our main
result:

Theorem: Local Convergence under Noisy Dynamics

Let π˚ P Πℓ be an ℓ-recall strict equilibrium. There exists a neighbourhood
U of π˚ in Πℓ such that, for any η ą 0, for any π0 P U , any p P p12 , 1s, and
any positive m, there are pγi qiPN small enough such that we have the
following: let pπnqnPN be the sequence of play generated by q-replicator
learning dynamics with step sizes γni “

γi
pn`mqp

and q-replicator estimates

v̂ni pπnq such that p ` lb ą 1 and p ´ lσ ą 1{2. Then,

P pπn Ñ Spπ˚q as n Ñ 8q ě 1 ´ η.
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Equilibria of the Repeated Game and Stability

For a strategy profile π˚ P Πℓ, we consider the following conditions:
C’ (i) xvpπ˚q, π ´ π˚y ď 0, @π P Πℓ

C’ (ii) xvpπq, π ´ π˚y ă 0, @π P ΠℓzSpπ˚q close enough

Lemma 2: Variational Inequalities and Repeated Game Equilibria

For q “ 0

(a) Condition C 1piq is equivalent to π˚ being a Nash equilibrium.

(b) Strict equilibrium implies C 1piiq.

For q ą 0

(a) Condition C 1piq is equivalent to the following condition: for all i P N,
for all ej in the support of π˚

i , Vi pej , π
˚
´i q ď Vi pπ

˚q.

(b) Strict equilibrium implies C 1piiq.
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The Estimator - ε-Greedy Learning

Algorithm 1 ε-GREEDY q-REPLICATOR

1: Input: π0 P Πℓ, tγni uiPN,nPN, ε P p0, 1q

2: for n “ 1, 2, . . . do
3: π̂n Ð p1 ´ εqπn ` εUni
4: Sample h „ π̂n

5: for i P N do
6: Compute Ri phq

7: Λi phq Ð
řτphq

t“0 ∇i plogpπ̂i pa
t
i |ĥ

ℓi
i qqq

8: v̂ni Ð REINFORCEpRi phq,Λi phqq

9: πn`1
i Ð projΠi

pπn
i ` γni v̂

n
i q

10: end for
11: end for
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The Estimator - REINFORCE

Algorithm 2 REINFORCE

1: Input: Ri phq, Λi phq

2: ŵi Ð Ri phq ¨ Λi phq

3: v̂i Ð π̂q
i ,j

ˆ

ŵi pejq ´

ř

k π̂
q
i,k ŵi pek q

ř

k π̂
q
i,k

˙

4: return v̂i
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Estimating Λiphq, the ”log trick”
ŵi - an unbiased estimator for ∇iVi pπq.

∇iVi pπq “ ∇i

˜

ÿ

hPH8

PπphqRi phq

¸

“
ÿ

hPH8

pRi phq∇iPπphqq

∇iPπphq “ Pπphq∇i logpPπphqq

,

∇iVi pπq “
ÿ

hPH8

pRi phqPπphq∇i logpPπphqqq

∇iVi pπq “
ÿ

hPH8

«

Ri phqPπphq
ÿ

t

´

∇i logpπi pa
t
i phq|ĥℓii ptqqq

¯

ff

Λi phq :“
ÿ

t

´

∇i logpπi pa
t
i phq|ĥℓii ptqqq

¯

ŵi Ð Ri phq ¨ Λi phq
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