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In the context of average reward Markov Decision Processes (MDPs), traditional approaches for obtaining
performance bounds based on discounted reward formulations fail to provide meaningful bounds due to their
dependence on the horizon. This limitation arises because average reward problems can be viewed as dis-
counted reward problems, with the discount factor approaching 1, effectively extending the horizon to infin-
ity. Consequently, theoretical convergence guarantees in the discounted reward framework scale unfavorably
with the horizon length, yielding unbounded performance estimates. Therefore, obtaining meaningful con-
vergence bounds for widely employed algorithms in the context of average reward MDPs has been an open
problem.
In this study, we progress on two classes of algorithms tailored to the average reward objective. First, we ex-
amine policy-based reinforcement learning (RL) algorithms, which can be viewed as instances of approximate
policy iteration (API). We provide finite time performance bounds of API and show that the asymptotic error
goes to zero in the limit as policy evaluation and policy improvement errors tend to zero. We further cast
several RL algorithms in the API framework to obtain their overall performance bounds. Second, we study
the global convergence analysis of policy gradient algorithms in tabular ergodic average reward MDPs. We
obtain a sublinear rate of convergence of the iterates to the globally optimal policy. Unlike discounted reward
problems, where the discount factor acts as a source of contraction aiding convergence analysis, average re-
ward problems lack this property. To tackle these challenges, we employ new methods of analysis to prove
the global convergence of both classes of algorithms. These findings shed light on the convergence behavior
of policy-based RL algorithms and pave the way for their practical application in average reward scenarios.
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