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How to Integrate Expert Knowledge 
into Reinforcement Learning?

Constrained Q-values [2]

Near-Optimal Set-Valued Policies [3,4]
and Preference Learning

"The goal of  the RL approach is to derive optimal DTR directly from the data" [1]

Expert Knowledge

N-Near-Equivalent Q-values N-Near-Equivalent Set of Policies

Preference Learning based on
Medical Knowledge 

Near-equivalent actions can capture considerations such that
side-effects, less invasives treatments, local availability....
Preference Learning incorporates clinical judgments in order to
rank treatments lines
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