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In the bivariate genetic animal model, the estimation methods assume that the traits are gaussian, but in practice, the joint
distribution of the two traits can be non-Gaussian. This induces a bias in the genetic parameters estimation when the
reproducers are non-randomly selected. The aim of this project was to integrate copula functions, characterising the joint
distribution, in the estimation of genetic parameters, and so, reduce this bias.

The problem

Induction of a bias in the REML estimation of the genetic
parameters when the residual joint distribution is non-
gaussian and the reproducers are non-randomly selected
from generation G3.

Gaussian joint distribution Clayton-type distribution
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The goal

Estimation Estimation
based on the joint Gaussian I } adapted to any
distribution of the data distribution of the data

[ Multi-normality }

{ Copula assumption }

The genetic animal model

Each trait is determined by an environmental and genetic factor. The breeding value a is the
average additive effects of genes an individual receives from both parents. Thus, it is the
primary component that can be selected and is the main focus.
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The tool : Copula functions

Copulas are functions characterize the joint distribution of the data

Gaussian copula /%, Clayton copula /
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The estimation algorithm : Stochastic Gradient with Copulas

The stochastic gradient is an optimization method that updates the parameters using the
gradient of the likelihood computed from a simulated conditional distribution

1- Simulate a'®) ~ f(a|y), 2- Maximize f(y; 8), the likelihood function
the conditional distribution
by Gibbs sampling log f(y;0) = log / f(y | a;0)f(a;0)da

a[7] values over the iterations

With Gaussian assumption
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Estimation integrating a Gaussian copula Estimation integrating a Clayton copula Q
The simulated data has a Gaussian dependence structure with 720 animals, and the estimation included The simulated data has a Clayton-type dependence structure with
a Gaussian copula. A- Convergence graph for a single run, B- Boxplot of the estimates obtained for 100 7560 animals, and the estimation included a Clayton copula. Boxplot
runs by ASReml software and by the developed method. The dotted lines are the true values. of the estimates obtained for 100 runs by the developed method.
Conclusion Perspectives
The linear mixed model integrating copulas enables the estimation of genetic The learning rate will be enriched by a Fisher scoring matrix to standardize the
parameters when the joint distribution is either Gaussian or defined through gradient descent direction. This algorithm will be applied on real data. In future
another dependence structure, here a Clayton-type copula. The convergence of the work, this could be extended to more than two traits and on data with non-
stochastic gradient algorithm is observed toward a critical point, and expected Gaussian marginal distributions.

toward the MLE which may be closed to the true values for large sample size.



